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ABSTRACT 

In recent years the widespread availability of wireless communications, mobile 

computing and handheld devices has led to the growth and significance of wireless mobile ad 

hoc networks. The ability to establish communication without an infrastructure at very 

low cost and the capacity to communicate beyond the node's wireless transmission 

range embarks Mobile Ad hoc Networks (MANET) as the deployment ground for various 

fields such as wireless sensor networks, ubiquitous networks and peer-to-peer networks. 

Security issues are paramount in such networks. Nodes in MANETs may launch 

various attacks or may become selfish to save their resources. These nodes can be termed as 

malicious. Detection of such malicious nodes is critical to success of MANETs. Detecting 

malicious nodes in an open ad hoc network is more complicated than in traditional wired 

networks. Also, MANETs have several operational constraints like bandwidth, battery power, 

CPU, memory. Considering all these factors, developing a technique for detection of 

malicious nodes in MANETs is very challenging. A variety of techniques have been proposed 

but all of them have their limitations. 

In this work, a new technique for detection of malicious node is suggested. This 

technique is based on a metric known as Data Transmission Quality (DTQ) which decides the 

communication quality of a node by considering both its near-term and long-term behaviour. 

A node is blacklisted if its DTQ value falls below the threshold. The DTQ function is defined 

in a way that it will keep close to constant or change smoothly for legitimate nodes and will 

keep decreasing for suspicious nodes. We have also proposed a design of an intrusion 

detection system based on the DTQ based technique. 

The proposed solution is tested by simulating it in Qualnet. The results show that the 

solution works well and is able to find all the malicious nodes. False positives are found to be 

very low and can be reduced to zero by adjusting parameters like bucket sizes, DTQ 

threshold etc depending on the network behaviour. 
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Chapter 1 Introduction 

A MANET is referred to as a network that is autonomous, self-configuring, and network 

without infrastructure where mobile nodes communicate via wireless links. Nodes within each 

other's wireless transmission ranges can communicate directly; however, nodes outside each 

other's range use the concept of multi-hop communication where several intermediate hosts relay 

the packets sent by the source host before they reach the destination host [1]. In MANETs, every 

node functions both as a host and as a router. The nodes in MANETs move freely, in any 
direction or speed, and are allowed to organize themselves arbitrarily. 

In MANETs, the network topology changes dynamically and unpredictably. A Node can 

forward data to any other node, often in a peer-to-peer, multi-hop mode. Therefore, 1VIANETS 
possess a need to dynamically determine routing based on availability or visibility of nodes. 

MANETs also have nodes whose energy storage is very limited. Often, they are battery 
equipped, with very limited to no recharging or replacement possible. Another limited resource 
in MANETs is bandwidth. 

In MANETs, security is a major concern. Due to lack of a fixed infrastructure, dynamic 
topology and limited resources, securing MANET becomes very challenging. There is a wide 

variety of attacks in MANETs (A detailed discussion over possible attacks in MANETs is 
presented in section 2.1). An adversary can launch a misbehaving node in the network or a 

legitimate node may become selfish in order to save its resources. Such misbehaving nodes, also 
termed as malicious nodes, have to be detected and are to be avoided in forwarding of data. 
Therefore, guaranteeing data safety and reliability is a major concern. 

MANETs have a lot of applications: In a battlefield, a network need to be formed in real 

time for transmitting information; business associates may need to share information during a 

meeting; during an interactive conference; and during emergency, disaster relief personnel 

coordinating efforts after a fire, hurricane, or earthquake. The other possible applications include 

personal area and home networking, location-based services, and sensor networks. 
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1.1 Motivation 

The connectivity of mobile nodes in MANETs strongly relies on the fact that ensures 

cooperation among the nodes in the network. Recently variety of network layer attacks have 

been identified and heavily studied in research papers. As a consequence of attacking network 

layer, adversaries can easily disturb and absorb network traffic, inject themselves into the 

selected data transmission path between the source and destination, and thus control the network 

traffic flow, as shown in Figure 1.1, where a malicious node M can interfere between any of the 

intermediate nodes participating in the communication in the chosen path (in the figure 1 to N 

represents the number of intermediate nodes) between source S and destination D [2]. 

M 

S 	1 	N 	D 

Figure 1.1 Interference of malicious node 

The packets in the network traffic could be dropped completely or forwarded selectively which 

introduces significant packet losses in the network. Packets may be sent to a non-existing path or 

to a sub-optimal path. This kind of packet forwarding misbehavior results in degradation of 

network performance. Since MANETs have a variety of applications, as discussed in previous 

section, detection of such misbehaving nodes is critical for the success of MANETs. A lot of 

efforts have been made in this direction. But, all of them have one or more limitations. 

Therefore, there is still a need of a solution which overcomes all limitations and is able to detect 

such misbehaving nodes effectively. 

While securing MANET there are certain challenges to be faced because of some of its 

inherent characteristics. Like, nodes in MANETs are highly mobile and topology changes in 

sometimes unpredictable manner. MANETs lack fixed traffic points, i.e. there are no firewalls or 



routers as in classical computer networks, and each node acts as a router. Also, Host-resident 

network intrusion detection systems have their limitations in case of MANETs. Sometimes, 

Detectors may also become the target of an attack. Wireless communication (RF medium) is 

susceptible to eavesdropping, jamming, interference and many other MAC threats that may result 

in loss of packets and connectivity. The resources in MANET environment are limited, e.g. 

energy (battery operated nodes), varying throughput because of dynamic topology configuration. 

All these factors have to be considered while designing a technique for malicious node detection. 

1.2 Problem Description 

1.2.1 Problem Statement 

To design an efficient and accurate mechanism for detection and identification of packet 

forwarding misbehavior in MANET environment. 

The above problem can be further divided into following sub problems: 

1. To propose an algorithm to detect and identify misbehaving nodes in MANETs. 

2. To enhance the algorithm for improved performance. 

3. To simulate and validate the proposed mechanism. 

1.3 Organization of the report 
This report contains six chapters including the current chapter. The rest of the report is structured 

as follows: 

Chapter 2 provides the background and literature review. It discusses Intrusion detection in 

MANETs, attacks in MANETs and the exiting solution to secure MANETs. It concludes with the 

research gaps in the existing solutions. 

Chapter 3 presents the DTQ based malicious node detection in MANETs and discusses it in 

detail. 

Chapter 4 provides a brief overview of the simulator used in this work i.e. Qualnet. Then it 

discusses the simulation and implementation details of the proposed approach. 

Chapter 5 shows the simulation results and analysis. 
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Chapter 6 concludes the report and provides suggestion for future work. 



Chapter 2 Background and Literature Review 

This chapter is divided into six sections. Section 2.1 discusses attacks in MANETs; Section 2.2 

provides description for major network layer attacks; Section 2.3 details out Intrusion Detection 

in MANETs and their architectures; Section 2.4 elaborates the multicast routing protocol used in 

this work i.e. ODMRP; Section 2.5 discusses the existing solutions and points out their 

limitations; Section 2.6 presents the research gaps. 

2.1 Attacks in MANETs 

MANETs are prone to many attacks. Broadly, attacks in MANETs can be classified into two 

categories [3]:  Active and Passive. During a passive attack the exchanged data is obtained 

without disrupting the communication while an active attack involve information interruption, 

modification or fabrication [4]. Figure 2.1 shows the classification of attacks in MANETs. 

Security Attacks 

Passive Attacks 
	

Active Attacks 

Snooping 

Mac layer 	Network layer 	Transport 	 App layer 	 Other 
Attacks 	 Attacks 	layer Attacks 	 Attacks 	 Attacks 

1. 	 1' 
-Jamming 	-Black hole attack 	-Session 	 -Repudiation 	 -DOS attacks 

Hijacking 

	

-Gray hole attack 	 -Impersonation 

	

-Wormhole attack 	 -Device 
tampering 

-Message altering 

-Routing attacks 

Figure 2.1 Classification of Security Attacks for different layers. 
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2.2 Description of Network Layer Attacks 

Since our focus is on the attacks based on packet forwarding misbehavior, which are a kind of 

active attacks, we will only be discussing some of the major attacks in that category. Packet 

forwarding misbehavior is further classified as: (1) Packet drop attacks e.g. Blackhole and 

Grayhole; (2) Data alteration attacks e.g. Message tampering and Neighbor attack. 

2.2.1 Black hole Attack 

The variety of attacks in the network layer differs such as not forwarding the packets or adding 

and modifying some parameters of routing messages; such as sequence number and hop count. 
The most basic attack executed by the nodes in the network layer is that an adversary can stop 

forwarding the data packets. The consequence caused by this is that, whenever the adversary is 
selected as an intermediate node in the selected route, it denies the communication to take place. 

For example: In AODV routing protocol, consider a malicious node which keeps waiting for its 
neighbors to initiate a RREQ packet. As the node receives the RREQ packet, it will immediately 

send a false RREP packet with a modified higher sequence number. So, that the source node 
assumes that node is having the fresh route towards the destination. The source node ignores the 

RREP packet received from other nodes and begins to send the daa packets over malicious node. 
A malicious node takes all the routes towards itself It does not allow forwarding any packet 
anywhere. This attack is called a black hole as it swallows all the data packets [5]. 

2.2.2 Gray hole Attack 

A variation of black hole attack is the gray hole attack, in which nodes either drop packets 
selectively (e.g. dropping all UDP packets while forwarding TCP packets) or drop packets in a 
statistical manner (e.g. dropping 50% of the packets or dropping them with a probabilistic 

distribution). Both types of gray hole attacks seek to disrupt the network without being detected 

by the security measures in place [6]. 

2.2.3 Neighbor attack 

Upon receiving a packet, an intermediate node records its ID in the packet before forwarding the 

packet to the next node. However, if an attacker simply forwards the packet without redirecting 

its ID in the packet, it make two nodes that are not within the communication range of each other 



believe that they are neighbors (i.e. one hop away from each other), resulting in a disrupted 

route. The neighbor attack and black hole attack prevent the data from being delivered to the 

destination. But the neighbor attacker does not catch and capture the data packets from the 

source node. It leaves the settings as soon as sending the false messages. 

2.2.3 Message Tampering 

This type of attack is launched by the adversaries acting as compromised nodes during 

communication. They tend to take all the data packets and modify the data which may be 

regarding the network topology, optimal routes etc; either by adding additional bytes or by 
deleting existing bytes. A small change in the data may obviously cause abnormalities or havoc 

in the network. 

2.3 Intrusion Detection in MANETs 

An IDS is a device (or application) that monitors network and/or system activities for 
malicious activities or policy violations and produces reports to a Management Station. 
Traditional IDS were developed keeping in mind the wired infrastructure of the network. These 

solutions place the IDS on certain strategic points like Switches, Gateways, etc [7]. MANETs do 
not have any fixed infrastructure; old systems need a lot of modification and changes to work in 
wireless environment. There have been many approaches to intrusion detection in MANETs. The 

approaches can be broadly classified into two categories: Authentication based and Behavior 
based. Authentication based approach rely on the identification of nodes by a unique identifier. 

Use of encryption keys fall into this category, and they have been deeply studied. The second 
approach is behavioral based techniques where intrusion is defined based on nodal activities, 

rather than its identifier. 

2.3.1 Behavior based Intrusion detection techniques 

The behavioral based techniques of intrusion detection can be divided into two main 

categories: Anomaly detection and misuse detection. Anomaly detection techniques assume that 
all intrusive activities are necessarily anomalous. This means that if we could establish a "normal 

activity profile" for a system, then in theory, all system states varying from the established 
profile by statistically significant amounts are intrusion attempts. The concept behind misuse 
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detection scheme is that there are ways to represent attacks in the form of a pattern or a signature 

so that even variations of the same attack can be detected. 

2.3.2 IDS Architectures in MANETs 

MANETs could have one of the two possible network infrastructures: flat or multi-layer. 

In flat infrastructure, all nodes are considered equal. In multi-layer infrastructure, clusters are 

formed in which nodes within a cluster can communicate directly while inter-cluster 

communication is done through cluster-heads. Therefore, IDS architecture may depend on 

network infrastructure [8]. The various possible IDS architectures are: 

Stand-alone Intrusion Detection Systems: In this architecture, each node runs an intrusion 

detection system to determine intrusions. There is no cooperation among nodes in the network. 

Every decision made is based only on information collected at its own node. Therefore, no data 
is exchanged. This architecture has not been chosen in most of the IDS for MANETs because of 
its low efficiency and high power consumption. It is more suitable for flat networks. 

Distributed and Cooperative Intrusion Detection Systems: In this architecture, every node 
participates in intrusion detection and response by having an IDS agent running on them. An IDS 

agent is responsible for detecting and collecting local events and data to identify possible 
intrusions, as well as initiating a response independently. However, neighboring IDS agents 
cooperatively participate in global intrusion detection actions when the evidence is inconclusive. 
Similarly to stand-alone IDS architecture, this architecture is more suitable for flat network 

infrastructure. 

Hierarchical Intrusion Detection Systems: Hierarchical IDS architectures have been proposed 

for multi-layered network infrastructures where the network is divided into clusters. Each node 
runs an IDS agent and is responsible for detecting local intrusions. A cluster-head is responsible 

locally for its node as well as globally for its cluster, e.g. monitoring network packets and 

initiating a global response when network intrusion is detected. 

Mobile Agent for Intrusion Detection Systems: A concept of mobile agents has been used in 

several techniques for intrusion detection systems in MANETs. Due to its ability to move 

through the large network, each mobile agent is assigned to perform only one specific task, and 
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then one or more mobile agents are distributed into each node in the network. This allows the 

distribution of the intrusion detection tasks [9]. 

2.4 Multicast Routing in Mobile Ad hoc Networks 
In MANETs, communication and collaboration among a given group of nodes are usually 

necessary. Multicast routing is a preferred communication mechanism over multiple unicast 

transmissions in order to deliver the same data to multiple recipients. Multicast is a form of 

communication that delivers information from a source to a set of destinations simultaneously in 

an efficient manner, the messages are delivered over each link of the network only once and only 

duplicated at branch points, where the links to the destinations split (Figure 2.2). Multicast 

communications are especially useful in applications such as distribution of newsletters and 

software; audio/video conferencing; online education; online Internet games; and 
communications among military troops or rescue teams. 

(a) Unicast 	 (b) Multicast 

Figure 2.2: Multicast versus Unicast 

Existing multicast routing protocols in MANETs can be classified broadly into two 
categories: tree-based and mesh-based. In tree-based multicast protocols, there is usually only 

one single path between a sender and a receiver, while in mesh-based multicast protocols, there 
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may be multiple paths 'between each sender-receiver pair. Example of tree-based multicast 

protocols is MAODV [ 10]. Typical mesh-based multicast protocols are ODMRP [ 11 ] and 

DCMP. MCEDAR is a hybrid multicast protocol that provides both mesh-based and tree-based 

infrastructure. 

Compared to tree-based protocols, mesh-based protocols are more robust and suitable for 

systems with frequently changing topology such as MANETs. Maintaining a single multicast 
tree is not appropriate for MANETs because the tree could easily break due to highly dynamic 

topology and node mobility. The instability of multicast trees results in higher packet losses, and 
an increase in the number of retransmissions. In contrast, routing meshes allow multicast data to 

be delivered to a destination on alternative paths even when the main route breaks, due to the 
availability of multiple paths between a source and a destination. In our study, we used the On-
Demand Multicast Routing Protocol (ODMRP), a mesh-based routing protocol, due to its simple 
implementation and high packet delivery ratio. The following sections describe the operation of 

ODMRP in detail. 

2.4.1 Mesh Establishment in ODMRP 

ODMRP uses the concept of forwarding group, which is a set of nodes responsible for 

forwarding multicast data on shortest delay paths between a sender and a receiver. An ODMRP 
source periodically updates routing tables and membership information by flooding the network 
with route refreshment packets, Join Query. The period of time between each Join Query 
transmission is called refreshment interval. Upon receiving a Join Query, an intermediate node 

stores the ID of the upstream node from which it receives the packet in to the routing table, and 
then rebroadcasts the packet (duplicate Join Query packets will be discarded). When the Join 

Query packet reaches a multicast receiver, the receiver replies with a Join Reply packet, which 
contains the multicast source ID, and the corresponding next node ID from which it received the 

Join Query packet. The Join Reply packet is then relayed back towards the multicast source via 
the reverse path traversed by the Join Query packet. 

When a node receives a Join Reply, it checks if the next node ID in the Join Reply packet 

matches its own ID. If it does, the node realizes that it is on the path to the source and thus is part 

of the forwarding group. It then sets a forwarding group flag and sends its own Join Reply 

further to a next node based on the routing table. The Join Reply is thus propagated by each 
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forwarding group member until it reaches the multicast source. The route between a source and 

receiver is established after the source receives the Join Reply packet. This process constructs (or 

updates) routes from the sources to the receivers, and builds a mesh of forwarding nodes, the 

"forwarding group". 

An example of the mesh establishment phase is illustrated in Figure 2.2 (a). For 

initializing the multicast mesh, sources Si and S2 flood the network with Join Query packets. 

When receivers RI, R2, R3 and R4 receive the Join Query packet, each node sends a Join Reply 

packet along the reverse path to the sources. For example in Figure 2.3 (a), receiver R1 receives 
Join Query packets from sources Si and S2 through paths S 1-I1-I3-Rl and S2-I3-R 1, 

respectively. When node I3 receives the Join Reply packet from receiver RI, it sets the 
forwarding group flag and becomes the forwarding node for that particular multicast group. After 

sources SI and S2 have received the Join Reply packets, a multicast mesh for sources Si and S2 
is established as shown in Figure 2.3 (b). 

-JOIN QUERY ----- * JOIN REPLY 	I Multicast routes 	........... Wireless links 

(a) Mesh establishment in ODMRP 	 (b) Forwarding mesh in ODMRP 

Figure 2.3 On-Demand Multicast Routing Protocol 

2.4.2 Route Redundancy in ODMRP 

Route redundancy in the multicast mesh helps ODMRP over come frequent link breaks 

due to node mobility and channel fading in wireless communications. In Figure 2.3 (b), suppose 
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the route from source Si to receiver R4 is S 1-I l -12-R4. If the link between nodes I1 and I2 

breaks or fails, R4 can still receive data packets from S 1 through an alternative route S 1-I1-I3 -I2- 

R4.This redundancy helps to achieve high connectivity among multicast members, and hence 

high percentage of packet delivery ratio. 

2.5 Existing security techniques in MANETs 
There are various techniques which have been used for detection of misbehaving nodes. The 

method of detection can generally be classified into authentication-based method and behavior-

based. The idea of authentication-based method is to confirm the authenticity of a node by 

verifying its key information, or some functions that depends on its key. Thus how the keys are 

established plays a critical role. The idea behind behavior based techniques is that legitimate 

nodes will behave differently in comparison to malicious nodes. Behavior based techniques are 

further classified into two categories: Misuse based and Anomaly based. Next section will 

discuss the existing security techniques to detect packet forwarding misbehavior. Figure 2.4 

shows the classification based on detection technique. We first discuss some major 

authentication based techniques and their limitations. Then we will discuss some major behavior 

based techniques. 

Security techniques in MANETs 

I 	Authentication based techniques 

1) Secure AODV 

2) Authenticated Routing for Ad hoc 
Networks (ARAN) 

3) Security Aware Ad Hoc Routing (SAR)  

Behavior based techniques for Packet drop 
attacks 

1) Mitigating Routing Misbehavior 
(Watchdog and Pathrater) 

2) Collaborative Trust-Based Secure Routing 

3) CONFIDANT 

4) C-Node detection 

5) SCAN 

Figure 2.4 Classification of misbehaving node detection techniques 
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Secure AODV (SAODV) [ 12 ] [ 13 ] employs asymmetric mechanisms to achieve 

authentication, integrity, confidentiality and non-repudiation. It is assumed that the public key 

should come with the IP address of the node and the network leader's IP address as the mask 

address, to avoid impersonation attacks. The source with the help of signature key pair signs 
the mutable fields of the RREQ and in the case of RREP it is signed by destination. Hence 

'both can verify and authenticate each other using their public keys. The signature contains 

the seed of the hash chain embedded within it, which secures the hop count. For each hop 
the intermediate nodes increases the hop by hashing the previous hash count value. The 

one-way nature of the hash chain prevents the reduction of the hop count. 

Drawbacks: Certificates bounded with IP addresses are unrealistic, as modes may be 

assigned with dynamic IP addresses. Deployment of asymmetric key techniques not only raise 

issues like incremental deployment and key revocation but also consumes huge resource in an 
energy-constrained environment due to the high processing overhead at each node for every 

request. SAODV is still prone to the same distance fraud [14], where the forwarding node fails to 
increment the route metric, as there is no enforcement to do so. Moreover, SAODV never 
considers the misbehaving detection methods and also does not take any attempt to prevent 
DOS attacks because it assumes that DOS attacks are more predominant and restricted to 
physical layer; this is not true, for example colluding malicious nodes can drop packets during 

route discovery phase. 

In SAR (Secure-Aware Ad Hoc Routing protocol), nodes are grouped based on the trust 
level [15] and the source node initiating the route request suggests that only nodes satisfying the 
minimum security level can take part in the route discovery and other nodes that do not have the 
necessary trust level have to drop the request packets. To secure and differentiate each level, a 
level is assumed to share a key, which can also participate with lower levels but not with higher 

levels. 

Drawbacks: A malicious node at a particular level can launch any attack at its level 
or at lower levels. Moreover, it fails to address the global secure routing problem and 

concentrates on secure routing in a context, where nodes of a certain group are assumed to be 

trustworthy. The fixed assignment of trust levels fiuther worsens the design. 
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in ARAN (Authenticated Routing for Ad hoc Networks) [16], the certificates signed by 

the certificate authority, associate each node's IP address with its public key. In a route request, 

the source includes its certificate, target's IP address, nonce, and timestamp for freshness and 

authenticity. An intermediate node removes the previous forwarding node's signature and 

certificate (except the source node's signature and certificate), signs the route request and 

includes its own certificate. Similarly, when any node receives the route reply, it removes the 

signature and certificate of the previous hop from whom the route reply was received (except the 

signature and certificate of target node, which is actually the destination node for the route 

request), signs the original reply from the target and includes its own certificate. The 
intermediate node establishes an entry in the routing table for the source or the target, when it 

receives the request or reply respectively. Route request and route reply are similar except that 

the request is a broadcast and the reply is a unicast. 

Drawbacks: Due to the heavy computation involved with the certificates, the ARAN 

system is vulnerable to many DOS attacks. Even when there is no malicious node, the load 
levied on the legitimate intermediate nodes force them to drop the packets in order to conserve 

their resources. 

SCAN (self-organized network layer security in mobile ad hoc networks) focuses on 
securing packet delivery. It uses AODV, but argues that the same ideas are applicable to other 
routing protocols. SCAN assumes a network with sufficient node density that nodes can overhear 

packets being received by a neighbor, in addition to packets being sent by the neighbor. SCAN 
nodes monitor their neighbors by listening to packets that are forwarded to them. The SCAN 

node maintains a copy of the neighbor's routing table and determines the next-hop node to which 
the neighbor should forward the packet; if the packet is not overheard as being forwarded, it is 

considered to have been dropped [ 17]. 

In [18], Sergio Marti et al proposes a system that can mitigate the effects of packet 

dropping has been proposed. This is composed of two mechanisms that are kept in all network 

nodes: a watchdog and a pathrater. The watchdog mechanism identifies any misbehaving nodes 

by promiscuously listening to the next node in the packet's path. If such a node drops more than 

a predefined threshold of packets the source of the communication is notified. The path rater 

mechanism keeps a rate for every other node in the network it knows about. A node's rate is 
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decreased each time a notification of its misbehavior is received. Then, nodes' rates are used to 

determine the most reliable path towards a destination, thus reducing the chance of finding a 

misbehaving node along the selected path. 

Drawbacks: Exchanging ratings opens door for blackmail attack, where a malicious node 

can report a legitimate node to be a misbehaving node due to lack of authenticity. Moreover, the 

watchdog might not detect a misbehaving node in the presence of ambiguous collisions, receiver 

collisions or nodes capable of controlling their transmission power. Such weaknesses are the 

result of using promiscuous listening to determine whether a node has forwarded a packet or not. 

In [19] Pissinou et al proposes a collaborative method for secure routing. Each ROUTE 
REQUEST contains a trust-level field, which is modified by the receiving intermediate 

nodes to include the trust level of the node that sends the ROUTE REQUEST. The 
intermediate node after retransmitting the ROUTE REQUEST monitors the one-hop 

neighbors for verification. If any change is found in the one-hop neighbor's re-broadcasted 
ROUTE REQUEST, the monitoring node generates a warning. On successful completion of 

ROUTE. REQUEST phase, the destination chooses the route based on the trust-metric and 

replies with the ROUTE REPLY, which contains the next to avoid the black hole attack. 
The approach declines to address how the trust is represented, captured and evaluated. 

In [20] a method is proposed known as CONFIDANT. It has four components: 

The Monitor: Monitors the environment and invokes reputation system when it detects a 

deviating behavior. 

The Reputation System: The rating in the Reputation System gets altered once the action exceeds 

the threshold limit. Further, if the rating of misbehaving node surpasses intolerable level, then 

the Path Manager is called to take action. 

The Path Manager: The Path Manager apart from deleting the misbehaving node in its routes 

generates an ALARM message to the Trust Manager 

The Trust Manager: Can also receive ALARM message externally from the friends or other 

nodes through the Monitor component for trust examination and evaluation. The generated 

ALARM messages are sent to friends or to the route initiator. 
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Drawbacks: There is no proper method to integrate the Monitor component with fault 

tolerance techniques. Also the system becomes entangled if two friends report each other to be 

malicious through ALARM messages. 

In [211, Tao Li et al proposed a very efficient technique for detection of compromised 

nodes in Wireless Sensor Network. The technique is based on a metric known as Data 

Transmission Quality. In this method, the source node calculates historical throughput and recent 

throughput for all the nodes that belong to the same group and are along the same 

communication path. Whenever the sender receives acknowledgement from the receiver, DTQ 

values for all the intermediate nodes is increased. Otherwise, value is decreased. Finally, 

compromised node is found by voting process. The method involves very less computation and 
is very effective since it considers both long-term and near-term behavior of nodes. 

Drawbacks: The technique was designed for Wireless Sensor Networks where the 

number of nodes is very high. The technique assumes grouping in the network which is against 

the theme of MANETs. Also, sensor nodes have very little resources as compared to nodes in 
MANETs. This difference can be exploited to make the detection process more effective. 
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Table 2.1 Comparison of Existing solutions 

S.No Name Type Power Bandwidth Attacks Drawbacks 

Cons. handled 

1.  SAR Authentication High No overhead - it needs different 
keys for differ 

levels of securit} 

2.  SAODV Authentication High No overhead DoS, Routing Vulnerable, 

Attacks attacker 

disguise 	as 

legitimate node 

3.  ARAN Authentication High No overhead All 	Network Unrealistic 

layer attacks assumption 

prior 	secui 

coordination 

5.  SCAN Behavior Low High Packet 	drop Assumes 	h: 

attacks node 	densi 

Limited to sim 

packet drop attac 

6.  Watchdog 	and Behavior Low High Packet 	drop Cannot detect fa 

Pathrater attacks 	and misbehavior 

data 

alteration 

attacks 

7.  CONFIDANT Behavior Low High - No 	method 

integrate 

monitoring 

component to ff 

tolerance modul 

8.  C-Nodes Behavior Low Low Packet 	drop Designed 

Detection attacks WSN. Limited 

Packet drop atta 
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2.6 Research gaps 

Authentication based system cannot provide complete security. Keys can be stolen or 

guessed. Regardless of which keying scheme is used, it is possible that an adversary can crack 

the keys by brute-force search or reverse engineering of chips or programs on nodes. If 

instruction level source codes are available, then it will take far less time to locate the storage 

position of keys or find the keying schema. Even the key information is not available, nodes 

might be compromised too, i.e., the chip is hacked. Thus, compromised nodes will become an 

inevitable problem. Also, MANETs have certain challenges in key management due to lack of 

infrastructure, absence of dedicated routers and mobility of nodes, limited processing power and 

limitation of battery power, bandwidth and memory. Authentication based systems involve a lot 
computation which results in more power consumption. Also, these systems cannot identify the 
malicious node but can only detect. Therefore, one cannot guarantee complete security using 

only authentication techniques. 

Behavior based system used along with authentication is preferred. In existing behavior 
based systems like Watchdog and pathrater, the node behavior values are interchanged between 

the nodes. Also it is not able to detect a selective forwarder. This exchange of node ratings 
consumes a large amount of bandwidth which is a limited resource in case of MANETs. Also 

these systems do not consider communication failure in the network which results in false 
positives. So a system which involves less communication between the nodes and have low rate 
of false positives is preferred. In [22], a very efficient technique is proposed but the technique is 

developed for Wireless Sensor Networks. But it can be used in NIANETs with little 
modifications. Although the technique is limited to handle only packet drop attacks but it does so 

very efficiently. 

The main requirement to ensure security in MANETS is to have an approach which 

should have properties to accurately detect malicious nodes with very less resource consumption 

and it should be self-stable against attacks. 
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Chapter 3 
DTQ based Detection and Identification of Packet 
Forwarding Misbehavior in MANETs 

This chapter describes the proposed DTQ based technique for misbehaving node 

detection and the IDS design based on this technique. Misbehaving nodes are detected based on 

their communication quality. First, misbehaving nodes are identified and then these nodes are 

blacklisted so that routing protocols avoid these nodes. The detailed procedure is discussed in 

section 3.3. Section 3.4 will discuss the proposed IDS design based on our technique. 

3.1 Definitions 
Neighbor: We use the term neighbor to refer to a node that is within wireless 

transmission range of another node. Likewise, neighborhood refers to all the nodes that are 

within wireless transmission range of a node. 

Malicious node: A node is considered malicious either if it is dropping data packets 
completely or selectively or if it is modifying the data packets. 

3.2 Assumptions 
We assume wireless interfaces that support promiscuous mode operation. 

Promiscuous mode means that if a node A is within range of a node B, it can overhear 
communications to and from B even if those communications do not directly involve A. 
While promiscuous mode is not appropriate for all ad hoc network scenarios (particularly 
some military scenarios) it is useful in other scenarios for improving routing protocol 

performance [22]. 

D 
Figure 3.1 Promiscuous listening 

When B forwards a packet from S toward D through C, A can overhear B's transmission 
and can verify that B has attempted to pass the packet to C. The solid line represents the 
intended direction of the packet sent by B to C, while the dashed line indicates that A is 
within transmission range of B and can overhear the packet transfer. 
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3.3 DTQ based detection of packet forwarding misbehavior 

The process is divided into two steps: (1) Detection & Identification (2) Elimination. 

3.3.1 Detection & Identification of malicious node 

Malicious nodes are detected based on their communication quality. To measure a node's 

communication quality a new function is introduced known as Data Transmission Quality 

(DTQ). Each node calculates DTQ for all the neighbor nodes to which it has tried to 

communicate with. DTQ values change according to node behavior and is updated after each 

data burst ends. A data burst is defined as a stream of data packets transmitted between fixed 

time intervals. 

The detection process works as follows: In MANETs a node can listen to its one hop 

neighbor. Therefore, after a node transmits a packet to its neighbor, it waits and listens to check 

whether the neighbor forwards it or not. It can be done by running the interfaces in promiscuous 
mode. To detect any alterations in data packet, the sending node stores the last packet sent and 
compares it with the packet forwarded by neighbor. In this way, any alterations in the packet can 

also be detected. Now, every node measures the number of packets forwarded by the neighbor 
nodes (D) and the total number of packets sent to that node (E). Thus D/E represents the fraction 
of packets successfully forwarded by neighbor node. If a node selectively forwards packets or 

start dropping packets after a certain period of time, its D/E value will not be able to reflect this 

change in the node's quality. Hence a stability factor is multiplied to make the detection process 

faster. Stability represents whether a node's behavior is improving or declining To calculate 
stability, each node calculates recent throughput and historical throughput for its neighbor nodes. 

The ratio of these two quantities is stability of the node denoted as STBO (Section 3.3.3). "Data 

transmission quality" (DTQ) is defined as a function of STBO, D, E, and probability of error in 

the channel P(). Transmission error probability (p) reduces the effect of transmission failure due 

to network problems thereby preventing detection of false misbehavior. 

DTQ =kxDp BO 	(3.1) 

A node keeps updating the DTQ values for its neighbor. Whenever the DTQ value falls below a 

certain threshold, the node is blacklisted. Figure 3.2 shows the detection process. The same 

process will be conning at all the nodes in the network. 
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3.3.2 Elimination of malicious node 

Whenever a node's DTQ value falls below the threshold, the node is isolated or 

eliminated from the network. For this, the monitoring node broadcasts the node id of the 

malicious node to all other nodes in the network so that the node is not further included in any 

routing path. 

Detection process 

starts at node B (also 

at all other nodes) 

Node B transmits to node A 

I 	Node B promiscuously 

listens to node A 

B updates # of packets 

forwarded by A (D) 

Update total no. of packets 

sent to A (E) 

Calculate STB 

1 
D x STBO 

DTQ= pxE 

DT4> 

threshold 

No 	 Yes 

Node A 
	

Node B back to 
blacklisted 
	

wait 

Calculate recent throughput 

and Historical throughput 

Figure 3.2 Identifying malicious nodes 
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3.3.3 Algorithmic details 

STBO: the stability of a node, is a measure of how fast the transmission quality changes 

in a period of time. STBO function is defined as follows, 

[S(d,u)~ a _ [_n~mui] a •f [ 	U1 a 
L(d u) 	lug 	i v lug 	< 1 

STB O  _ 	' 	1 	(3.2) 

/m [S(d'u)] 1/a _ [~L d .̀] 1/", if [~ nl1 .`] a 	> 1 L(d,u) 	n 1 	n I 

 

~j_lul 	~j=1u~ 

where d; and u; represent the bytes successfully transmitted and the bytes, attempted to be 
transmitted, respectively, when sending the past it'' data burst; a> 1; n is a positive integer, which 

gives how many historical data sending statistics are kept by the node; m is a positive integer, 

and n%m=0. Here, m is referred to as small—bucket—size and n is referred to as 

large bucket size. 

The quotient of S(d,u)/L(d,u) reflects the quality trends in recent data transmission. If 

S(d,u)/L(d,u)>1, it indicates that the data transmission quality is increasing; otherwise, the recent 
data transmission quality is decreasing. A step power function is used to amplify the impact of 
decreasing and reduce the impact of increasing of quality. For example, given a=4 and 

S(d,u)/L(d,u)=0.5, then STBO will decrease the DTQ value over 90%. 

In DTQ equation, D/E reflects the fraction of data successfully forwarded by a node. If a 

malicious node selectively forwards data, drops packets, or sends data to incorrect routing path, 

its D/E value decreases. The STBO function specifies the performance stability by comparing the 

success rate between short-term and long-term statistics. The instantaneous increase of statistical 

quality does not help to increase a node's DTQ value. However, the decrease of node's stability 

quickly decreases the DTQ value. When environment factors influence the data transmission, the 

value of function 1/p() reduces the impact to the accuracy of our measurement. An ideal 
assumption is that the pQ could totally erase the environment impact on DTQ. 
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Threshold: Threshold must be chosen according to the network behavior. Therefore, the 

best way to choose threshold is to take average of DTQ values of all nodes. Let NDTQ  be the set 
of nodes listed in DTQ table, INDTQ I be the number of nodes, q;  be the DTQ value for node i. 

Threshold may be defined as, 

Th = r  1  
INDTQI LENDTQ qj 	 (3.3) 

3.4 Proposed IDS Architecture and Design 

The proposed approach can be implemented as an independent Intrusion detection system 

with Stand-alone architecture. In this architecture, every node participates in intrusion detection 
and response by having an IDS agent running on them. An IDS agent is responsible for detecting 
and collecting local events and data to identify possible intrusions, as well as initiating a 

response independently. The architecture is shown in Figure 3.3. Star sign represents IDS. 

• * 

• * 

I , '  

\ 	 A's 1-hop 
Nodes 

neighbors 

Figure 3.3 Distribution of IDS agents 

3.4.1 System Design 

Figure 3.4 shows the various modules of our IDS. Every node in the network will have similar 

design of the IDS. Therefore, our architecture is completely decentralized. 
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Audit data 

	

generation 	 detection 	 collection 

	

Blacklist 	 Reference 
data 

Figure 3.4 IDS design 

Audit data collection: This module is used in the data collection phase. The data collected in 

this phase are analyzed by the intrusion detection algorithm to find anomalies. The collected data 

will contain the transmission statistics of the monitored node. 

Analysis and detection: It is the main part of our Intrusion detection system. It is here that the 

algorithms to detect anomalous behavior are implemented. The data collected by the "Audit data 

collection" module will be analyzed here. 

Reference data: The reference data storage stores information about profiles of normal behavior 

like DTQ thresholds etc. The profiles are updated when new knowledge about system behavior is 

available. 

Alarm generation: This part of the system handles all output from the intrusion detection 
system. The output will be an automated response to an intrusion. All the other nodes in the 

network will be informed about the presence of malicious node in order to isolate it through this 

module. The isolated node will be added in the Blacklist. 

Blacklist: The Blacklist storage will contain the list of malicious nodes. The nodes in this list 

will not be included in any routing path. 
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Figure 3.5 shows a diagram of our IDS and how it interacts with the TCP/IP protocol stack. 

Application layer 	I Local IDS 

Transport 
GENT RAL L 

AccNNo .................9~~ 

Routing Date....................  
7_.  

MAC 

PHY. 

Figure 3.5 IDS and TCP/IP protocol stack 

Our IDS is in the application layer. The "Data collection module" collects data from the MAC 
layer in the form of complete packets. This data is processed by the "Analysis and detection 

module" using the approach described in Section 3.3 to calculate DTQ values for its neighbors.. 
These values are compared with the reference data to detect anomalies if any. If anomaly is 

detected, "Alarm generation module" will generate an alarm informing the network about the 
presence of malicious node. The node will be added in the Blacklist storage of all the nodes. 

25 



Chapter 4 Simulation and Implementation details 
This chapter will provide the simulation and implementation details regarding our proposed 

approach. Section 4.1 will provide a brief overview of the simulator used i.e. Qualnet. Section 

4.2 will discuss the simulation of attacks in Qualnet. Section 4.3 will discuss the simulation of 

the proposed approach and how the results are obtained. 

4.1 Simulation environment 

We have used Qualnet as the simulation environment. Qualnet is a network simulation tool that 

simulates wireless and wired packet mode communication networks. Qualnet Developer is a 
discrete event simulator used in the simulation of MANET, WiMAX networks, satellite 

networks, and sensor networks, among others. Qualnet has models for common network 
protocols that are provided in source form and are organized around the OSI Stack. 

4.2 Simulation Parameters 

Table 4.1 shows the simulation parameters used during the simulation. 

Table 4.1 Simulation parameters 

Parameters Values Assigned 

Routing Protocol ODMRP 

ODMRP refreshment interval 20 seconds 

Radio type 802.11b 

Packet size 512 bytes 

Number of packets 1000 

Traffic model Multicast constant bit rate 

Number of nodes 20 

Mobility model of nodes Random waypoint 

Speed of nodes 5 m/s 

Area 1000 m * 1000 m 

Simulation time 2000 seconds 
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The simulation settings are as follows. The network consists of 20 nodes placed randomly within 

an area of I 000m x 1000 m. The random way point model is used as the mobility model. In this 

model, a node selects a random destination and moves towards that destination at a speed 

between the pre-defined maximum and minimum speed. The minimum speed for the simulations 

is 0 m/s while the maximum speed is 5 m/s. The packet size is 512 bytes. The traffic used is 

MCBR. The simulation time is 2000 seconds. The routing protocol used is ODMRP although the 

solution can be inccrporated with any protocol. 

4.3 Simulation of Attacks 

This section provides the simulation details of various attack models. Section 4.3.1 provides the 
details for simulation of Blackhole attack. Section 4.3.2 provides the simulation details for Gray 

hole attack. 

4.3.1 Simulation of Black hole attack 

The black hole attack is simulated in two phases. First, the malicious node exploits the 
routing protocol to advertise itself as having a valid route to a destination node, even though the 

route is spurious, with the intention of intercepting the packets. In case of ODMRP, whenever a 

RREQ is received by a node, it waits for certain amount of time before forwarding that request in 
order to avoid collision. The malicious node does not wait before forwarding and makes itself a 
preferred choice in routing. This is also known as rushing attack. In second phase, the attacker 

consumes the packets and never forwards. Table 4.2 shows the design parameters for the 

simulation of the black hole attack. 

Table 4.2 Attack Design Parameters 

Number of Attackers 0-5 

Attacks Starts at 0 sec 

Attack ends at 2000 sec 

Simulation time 2000 sec 
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Following changes are made in the files in order to simulate black hole attack: 

In \include\node.h file, define a new flag which indicates whether a node is an attacker or 

not. 

struct struct_node_str { 

// a flag indicates whether the node is an attacker 

BOOL attack_flag; 

......... 	.....................a. } 

In \main\app util.cpp file, in the function APP_InitMulticastGroupMembeishipIfAny, set the 

delay to zero for attacking node to implement the rushing attack. 

// if the node is a multicast member (denoted by letter 'G' in the modified 
configuration file then. assign it a delay 

if ( (node->nodeld == srcAddr) && (node_type =='G') 
{ 
// assign a simulated processing delay to the node 
node->process_delay = delay_tmp; 
} 

// else if the node is a rushing attacker (denoted by letter'A' in the modified 
configuration file.. 

else if (, (node->nodeld == srcAddr) && (node_type =='A')) { 

// set the attacker flag to TRUE 

node->attack_flag = TRUE; 

return; 
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In 	\libraries\wireless\src\multicast odmr.cpp 	file, 	in 	the 	function, 

OdnupHandleJoinQuery set the delay to zero for attacking node to implement the rushing attack. 

// This function is invoked once the node receives a Join Query packet 

static void OdmrpHandleJoinQuery (OdmrpData *odmrp, Node *node, Message *msg) { 

// get the corresponding multicast source ID of this Join Query 

int sourceld = srcAddr & Oxff; 

//if the node is a rushing attacker 

if (node->attack_flag) 

i  

// else if the node is an honest node 

else { 

// forward Join Query with non-zero simulated processing delay 

NetworklpSendPacketToMacLayerWithDelay (node, msg, DEFAULT INTERFACE, 

ANY_DEST, node->process_delay); 
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multicast odmrp.cpp (this file simulates the On-Demand Multicast Routing Protocol (ODMRP)) 

//This function is invoked once the node receives a data packet 

static void OdmrpHandleData (Node *node, Message *msg) { 

//if the node is a forwarding group member 

if (OdmrpLookupFgFlag (mcastAddr, &odmrp->fgFlag)) { 

// if the node is a blackhole attacker 

if (node->attack_flag) { 

// then drop the data packet 

MESSAGE_Free(node, msg); 

return; 

} 

} 

} 

4.3.2 Simulation of Gray hole attack 
The simulation of Gray hole attack is very much similar to the simulation of Black hole attack. 

The only difference is, in Gray hole attack all packets are not dropped rather packets are dropped 
with a certain probability. The only additional change required is in multicast odm p.cpp file 

inside OdmrpHandleData. Add following lines: 

if (OdmrpLookupFgFlag (mcastAddr, &odmrp->fgFlag)) { 

// if the node is a blackhole attacker 

if (node->attack_flag) { 

if ((rand()%10) > forwarding_rate) 

MESSAGE_Free(node, msg); return;} 

else forward_packet; 



4.4 Simulation of the proposed technique 
For simulation, the standard ODMRP protocol has been modified to incorporate the 

solution. Following files have to be modified: 

1. \include\node.h: Define new variables inside structure node like DTQ table etc. 

2. \main\app util.cpp: Initialize variables defined in struct node inside function 

APP InitMulticastGmupMembershiplfAny. 

3. \libraries\wireles\src\multicast odmrp.cpp: Inside function OdmrpHandleJoinQuery, join 

the network only if the node's DTQ value is above threshold. After receiving data from 

neighbor modify D and E value. Update DTQ also if end of data burst. (See Figure) 

node.h 	 \ 	 / 	multicast_odmrp.cpp 

struct node OdmrpSendData 

Define new Update D and E; Data 

variables 
Update DTQ; 

Initialize 

app_util.cpp 

Initialize 	I 	 Join Query 	If (DTQ below threshold) 

variables 	 do not join; 

APP_InitMulticastGroupMembershipIfAny OdmrpHandleJoinQuery 

Figure 4.4 Modified files with their functions 

The flow of events is as follows: 

1. Each node maintains a DTQ table which contains DTQ values of all the neighboring nodes. 
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2. Whenever a node forwards a packet to its neighbor, it updates the value of total number of sent 

packets (E). 

3. In order to find out whether that packet is forwarded successfully or not by the neighbor, we 

check the attack flag of that node. Note that in reality the node has to listen to its neighbor 

promiscuously to find this. But in case of simulation we can find this information by reading the 

attack flag of that node. Results will not be affected by this. If packet is successfully forwarded 

increment D otherwise keep it same. 

4. Calculated DTQ if end of data burst. 

5. If DTQ value falls below the threshold, node is blacklisted. 

6. Inform other nodes in the network about the presence of malicious node. 
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Chapter 5 Simulation Results and Analysis 

This chapter shows the simulation results and discusses them. The proposed approach is 

tested for Packet drop attacks like Black hole and Gray hole. The simulation is carried out 

several times varying some parameters while keeping others constant. The results are depicted in 

graphs for varying simulator settings and then the results thus obtained are discussed. 

5.1 Performance metrics 

The performance is evaluated based on three metrics: False positives, Average 

throughput and end-to-end delay. 

5.2 Choice of DTQ threshold 

DTQ threshold is chosen to be 0.5 throughout the simulation. It means a node whose forwarding 

rate is below 50% is considered as suspicious. This value seems reasonable as a node dropping 
packets more than 50%, although legitimate, has to be removed from the routing path. In case of 

Black hole, the mechanism works well with other thresholds also. 

5.3 Results and Discussion for Packet drop attacks 

5.3.1 Varying small_bucket_size and large_bucket_size 

Figure 5.1 shows the effect of small_bucket_size on malicious node detection rate. Figure 5.2 
shows the effect of large bucket size on the detection time. 

Table 5.1 Simulation settings 

DTQ threshold 0.5 (constant) 

No. of Attackers 5 (constant) 

Small bucket size 5-30 (varying) 

Large bucket size 100 (constant) 
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Figure 5.1 varying small bucket size 

Discussion: All malicious nodes are detected correctly. It is noticed that when the 
small bucket size is low, false positives are high. This is expected, because a low 

small—bucket—size means that the behavior of the nodes is measured based on very few 

transmissions. As the bucket size becomes more in tune to the network's current settings of 

behavior, false positives become almost nil. 

Table 5.2 Simulation settings 

DTQ threshold 0.5 (constant) 

No. of Attackers 5 (constant) 

Small bucket size 30 (constant) 

Large bucket size 100,200,300 

Attack starts at 0 sec 
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Effect of Large bucket on detection time 

LB = 200 

LB = 100 

LB 300 

0 200 400 600 800 1000 1200 

rime (seconds) 

Figure 5.2 varying large bucket size 

The second effect is that of having a low large bucket size. This also displays the same 

behavior as that above. This is because long-term-bucket measurements aim to capture the long 
term behavior of nodes. Say, historically, a node has an 80 percent acknowledgment rate. Then, 

using near-term buckets, we measure if the node is consistent with its "character" of 80 percent. 
If not, the activity is of interest and may be marked for a vote-request trigger. But, if the period 

over which history is measured is lowered (by reducing the number large bucket size), it does not 

present a true measure of regular node behavior. 

A manifestation of using a larger bucket size is a larger "training time" before nodes can 
detect malicious nodes. Figure 5.2 shows this. In general, its value is kept 4-5 times the small 

bucket. 
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5.3.2 Varying DTQ threshold 
Figure 5.3 shows the results of varying the DTQ threshold in case of Black hole attack. Figure 
5.4 shows the effect in presence of Gray holes in the network. 

Table 5.3 Simulation settings 

DTQ threshold 0.1- 0.5 (varying) 

No. of Attackers 5 (constant) 

Small bucket size 30 (constant) 

Large bucket size 100 (constant) 
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Figure 5.3 varying DTQ threshold 

Discussion: It is seen from graph that there is no significant effect of the change of thresholds on 

malicious node detected. This is because our testing logic is right now a `:`selective forwarder" 

that does not forward any packet. That is, its forwarding rate is consistently 0. While threshold 

matters for reduction of false positive detection of non-malicious nodes due to transmission 

failures, threshold is not a sole factor that reduces false positive detection percentage. It is to be 
used in combination with other settings like bucket size etc. For the current scenario, any value 

of threshold works well, though conducting more tests may reveal an optimal value. 
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Table 5.4 Simulation settings 

DTQ threshold 0.5,0.4 

No. of Attackers 5 (constant) 

Small bucket size 30 (constant) 

Large bucket size 100 (constant) 

Forwarding rate of 
attackers 

0.1-0.6 ( Varying) 

Transmission error 
probability 

0.2 (constant) 
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0 	0.1 	0.2 	0.3 	0.4 	0.5 	0.6 	0.7 

Forwarding rate 

Figure 5.4 Malicious node detected Vs. Forwarding rate 

Discussion: It is seen from graph that there is significant effect of the change of thresholds on 

malicious node detected as expected. It can be seen in the graph that some selective forwarders 

with forwarding rate near DTQ threshold is not detected as malicious. But our mechanism still 

serves the purpose of forcing it to forward at a minimum rate. 
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5.3.3 Varying transmission_errorprobability 

Figure 5.5 shows the results of varying the transmission error probability in the channel. 

Table 5.5 Simulation settings 

©TCt threshold 0.1- 0.5 (varying) 

No. of Attackers 5 (constant) 

Small bucket size 10,20 

Large bucket size 100 (constant) 

Transmission error 
probability 

0-0.4 (varying) 
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W 2 	 tSmalt bucket size = 10 
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0 	0.1 	0.2 	0.3 	0.4 

Transmission error probability 

Figure 5.5 Varying transmission error probability 

Discussion: False positives are zero for low value of transmission error probabilitywhich is 

generally the case in MANETs. Number of false positives increases with increase in transmission 

error probability but its effect can be countered by increasing the size of small bucket as shown 

in the graph. The reason for that is that larger small bucket size means the behavior of a node is 
measured for more number of transmissions. This provides a legitimate node more time to prove 

its innocence. 
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5.3.4 Varying number of attackers 
Figure 5.6 shows the results of varying number of attackers in the network on the throughput. 

Table 5.6 Simulation settings 

DTQthreshold 0.5 (constant) 

No. of Attackers 0-5 (varying) 

Small bucket size 30 (constant) 

Large bucket size 100 (constant) 
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Figure 5.6 Throughput vs. No. of Attackers 
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Figure 5.7 Comparison in terms of percentage improvement in throughput 
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Figure 5.8 shows the results of varying number of attackers in the network on the end-to-end 
delay in the network. 

Table 5.7 Simulation settings 

DTQ threshold 0.5 (constant) 

No. of Attackers 0-5 (varying) 

Small bucket size 30 (constant) 

Large bucket size 100 (constant) 

0.04 

0.035 

0.03 

fl 0.025 

0.02 
b 	 —4—Without solution 0.015 

 0.01 	
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0.005 

0-- 

0 	1 	2 	3 	4 	5 

No. of attackers 

Figure 5.8 end-to-end delay vs. No. of Attackers 
Figure 5.8 shows the results of varying number of attackers in the network on malicious node 
detection rate. 

Table 5.8 Simulation settings 

DTQ threshold 0.5 (constant) 

No. of Attackers 0-5 (varying) 

Small bucket size 30 (constant) 

Large bucket size 100 (constant) 
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Figure 5.9 Malicious node detected vs. No. of Attackers 

Discussion: As the number of attackers in the network is increasing network throughput is 

decreasing as expected in both the cases i.e. without IDS and with IDS. But graph in Figure 5.7 

shows significant improvement in the Average throughput of the network after the IDS is 

running. Average throughput has increased by almost 50%. End-to-end delay has increased 
marginally as shown in the graph 5.8 after the IDS is running. But the overhead is very 

insignificant. Another factor is false positives. Number of attackers has no effect on number of 
false positives. This was expected since the method detects malicious nodes solely on the basis 

of node's communication quality which will not be affected by having more number of attackers 

in the network. 

5.4 Discussion for Data alteration attacks 

The proposed DTQ based mechanism is developed for detecting Packet drop attacks. But since it 
stores the last forwarded packet in buffer for comparison, any alteration in the packet can also be 
detected. In this way, all those attacks which are based on tampering the packet data like 

Neighbor attack, Message tampering etc can be accurately detected by the proposed mechanism. 
But, it increases the memory consumption by a very insignificant amount. 
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5.5 Comparison with Existing techniques 

Table 5.9 shows the comparison between existing monitoring techniques and the proposed DTQ 

based technique. The comparison is done based on four factors: False positives, Bandwidth 

consumption, Power consumption and Attacks handled. 

Table 5.9 Relative comparison of existing malicious node detection techniques 

Name False positives Bandwidth 

consumption 

Power 

consumption 

Attacks handled 

Watchdog 	and 

pathrater 

High High High Packet drop and Data 

alteration 

SCAN High High High Packet drop 

C-Node Detection Low Moderate Moderate Packet drop 

DTQ 	based 

Detection 

Low No overhead High Packet drop and Data 

alteration 

False positives: Watchdog and pathrater do not consider any transmission error in the channel 
which leads to false positives. The same problem is there with SCAN. Both, C-node detection 
and DTQ based detection consider transmission error in the channel. 

Bandwidth consumption: Watchdog and pathrater involves exchange of node ratings among 
the nodes which lead to increased bandwidth consumption. In SCAN, new control packets such 

as MREQ, MREP etc needs to be send which increases bandwidth consumption. In C-node 
detection the only bandwidth overhead is during the voting process which is not required in case 

of DTQ based detection. 

Power consumption: Watchdog, SCAN and DTQ based detection requires comparison between 

the last sent packet and overheard packet. This increases power consumption by a little amount. 

The calculation of DTQ is based on a very light theorem, so it does not cost any significant 
battery power and CPU. 
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Attacks handled: Watchdog and pathrater detects a misbehaving node on the basis of fraction of 

packets successfully transmitted (D/E value), so it is not able to detect those malicious nodes 

which started dropping packets after a certain period of time. But since our method considers 
both the fraction of packets successfully transmitted and a node's near term behavior, such 

malicious nodes will be detected. This fact can be seen in figure 5.11. 
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Figure 5.11 DTQ Vs D/E 

Although the D/E value of a node is not below threshold but its DTQ value has dropped 

suddenly because of its near term behavior. C-node detection do not suffer from this problem but 
since it doesn't store any forwarded packets, so it is not able to detect any alterations in the 

packet. 

5.6 Analysis of the approach 
The set of points against which to measure the effectiveness of our solution is discussed 

in this section. 

1. The mechanism for malicious node detection has already been discussed in the Chapter 3. 

2. The proposed mechanism is time-continuous i.e. a. node that started as a. legal node, but was 
compromised by another malicious node at a later time can also be recognized. The solution 

decides a node's quality only on the basis of transmission behavior. The mechanism is also 

dynamic; every node regularly checks its neighbor statistics to determine abnormal behavior. 
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3. The proposed mechanism is truly distributed. Each node in the network or any number of 

nodes in the network can be configured to assume the responsibility of detecting abnormal 

behavior. 

4. The solution is scalable and easy to employ. Nodes can join in the security solution by running 
the solution program code. No other additional infrastructure is necessary. 

5. The solution can be implemented as an Intrusion Detection System or an existing protocol can 

be modified to incorporate the mechanism. 

6. An additional advantage of this method is that the computation theorem itself is lightweight, 

and the periodicity with which it is calculated is configurable. 

7. The solution is able to detect all kinds of packet drop attacks like black hole, gray hole etc. In 

addition to that, Data alteration attacks can also be detected. 
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Chapter 6 Conclusions and Future Work 

We aimed to determine a method to identify malicious or compromised nodes in a 

MANET environment. We proposed a system in which anomalies in behavior is defined 

quantitatively by observing data exchange activity. A nodes communication quality is defined in 
terms of its long term and short term data exchange pattern. It is able to detect all kind of packet 

drop attacks along with data alteration attacks. The solution involves simple computation and is 
very effective in terms of detecting malicious nodes since it considers both the near-term and 

long-term behavior thereby reducing false positives. Also it does not involve huge exchange of 

data among the nodes such as node ratings etc for the process of detection. Therefore, the 
detection process is suitable fDr MANETs in terms of battery power and bandwidth constraints. 

The proposed solution has been simulated in Qualnet. The data collected has shown that 
our proposed system works well. Our solution can detect malicious nodes with has zero false 
negatives i.e all the malicious nodes are detected accurately. The number of false positives is 
zero in case of Blackhole attack and is very reasonable in case of Gray hole. 

6.1 Suggestions for Future Work 

This section discusses a few areas where the current work can be taken further. 

1. Test the approach with more mobility models. 

2, Our system uses a "set" threshold for the network, and this threshold is never changed. 

Updating DTQ threshold based on the network weather or behavior may make the system more 
robust and reduce false positives. One possible method is discussed in third chapter. 

3. The technique can be used to detect a variety of attacks with little modifications. It will require 
building more attack models (worm-hole, sybil etc) and test the mechanism on them. 

4. Promiscuous listening may lead to problems [ 18]. Therefore, DTQ can be calculated using 

ACK received from the neighbor. Although this will limit the approach to only packet drop 
attacks. But it will prevent our system from Blackmail attack. 
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