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ABSTRACT 

Accurate estimation of delay in a circuit is a critical task in deep sub-micron 

technology due to process, voltage and temperature (PVT) variations. Look-Up-

Table (LUT) based delay estimation method is the most widely used in Static Timing 

Analysis (STA). In this method, delay is obtained at some load capacitate Cl and 

input transistion time trip values using SPICE simulations and is estimated using 

linear interpolation at other values of C1  and t,.i,,. The timing parameters of a latch 

(setup time, hold time etc.) are expressed similarly in the LUT as a function of 

input transition, load capacitance and clock skew. One of the major challenges 

associated with the LUT based method is an appropriate choice of values of t,i,, Cl  
and clock skew which reduce the LUT generation time as well as increase accuracy 

of delay estimation. Our approach to solve this issue is that of identification of 

regions of linear variation in delay or latch timing parameters with 	C1  and 

clock skew. We can then reduce the number of values of t,.i,,,, Ci  and clock skew 

for which cell charcterization needs to be done. In this work, we identify the 

region of linear variation of setup time of a CMOS pass-transistor based latch with 

respect to trig  and C1  in which we take appropriate care of its multistage nature 

and presence of feedback loop in it. We express the model coefficients and model's 

region of validity as a function of D-latch size. We use this model in reducing the 

CMOS latch's characterization time significantly while retaining accuracy in setup 

time estimation. We do not use device current/capacitive model in our work and 

hence this work is general enough to be -valid with scaling. With this work, . we 

were able to save approximately 66 % SPICE simulation during the standard cell 

library characterization. We have done simulations and validate our model using 

HSPICE. Delay predicted using our method is in good agreement with those of 

SPICE simulations with the said saving in simulation time. 
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Chapter 1 

Introduction 

1.1 Introduction 

The propagation delay is one of the most important parameter in CMOS digital 

circuits which affect both speed and dynamic power dissipation of a circuit [10]. The 

speed of an integrated circuit is characterized by it's"clock frequency. The setup time, 

hold time and the period of the clock imposes delay constraints on a combinational 

path. The setup time determines the maximum delay of combinational path called 

setup time (long path) constraints. Similarly hold time decide the minimum delay 

of combinational delay path called the hold time (short path) constraints. Due to 

process,voltage and temperature (PVT) changes, numerous number of iterations are 

performed to calculp ce r ay at various nodes of the circuit. With continuous scaling, 

transistor level 	lation is becoming more computationally intensive because of 

the non linear t,i ansfer characteristics of CMOS gate [10]. Setup time, hold time 

and combinat,:onal data path delay must be estimated accurately to confirm that 

the constraits imposed by clock period are satisfied. As the system clock period 

decreases, pessimism imposed by timing verification tools become less acceptable 

[12]. More accurate characterization and verification techniques are therefore highly 

desirable. Therefore, an analytical delay model that does not need much numerical 

1 



Introduction 	 2 

iterations, has been the subject of much research. 

The setup time delay can be measured by two ways [1]: 

1. Dynamic Timing Analysis(DTA) : Circuit simulations using SPICE can be 

used to estimate the delay of a circuit accurately. This method is accurate 

but takes large CPU time to process an entire circuit having large number 

of transistors. SPICE takes few seconds to process individual transistors in a 

circuit, so the processing of an entire circuit takes large time. 

2. Static Timing Analysis(STA) : An alternative method to SPICE which esti-

mate delay reasonably accurate but faster than DTA isstatic timing analysis 

(STA). STA uses simple delay models to find the delay of entire data path, 

hence takes lesser time. STA are widely used to verify the behavior of large 

digital circuits designs in various stages of design. They have become the core 

engine used -inside circuit optimization tools. 

1.2 Static Timing Analysis 

Static timing analysis is a method for determining, if a circuit meets timing con-

straints without having to simulate. STA is a crucial part of the modern VLSI chip. 

design process because it is fast and maintains a relatively high accuracy compared 

to well-known dynamic timing analysis like SPICE. It is assured that total delay of 

combinational path and sequential cell and setup time of the next sequential cell 

must be smaller than clock period P. In STA, neither proper functionality of circuit 

is checked nor any vector generation is required. 

1.2.1 Timing Path 

A timing path is a point-to-point path in a design which can propagate data from 

one flip-flop to other. Each timing path has one starting point and one end point. 

Total delay is sum of net and cell delay along the timing path. 
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1.2.2 ' Net Delay 

Net delay is the total time required to charge or discharge all the parasitics of a 

given net. Total net parasitics are affected by 

® Net length 

• Net fan out 

1.2.3 Cell Delay 

This is the delay provided by cell elements_ Cell delay is affected by: 

• The input transition time (Slew Rate) 

• The total load seen by the output transistors in a circuit. 

1.2.4 Representation of Combinational Circuits 

A combinational logic circuit may be represented by a timing graph G=(V,E) where 

elements of V (Vertex Set) are the input and output of logic gates in the circuit [1]. 

The vertices are connected by the two types of edges. 

• One set of edge connects each input of a gate to it's output, which represents 

the maximum delay paths from input to output. 

. Another set of edges connects output of each gate to input of it's fan out gates, 

corresponds to interconnects delay. 

For example, a combinational logic circuit shown in Fig. 1.1 along with timing 

graph. It has single source and a single sink for simplicity. In event all the primary 

input are connected to Flip-flops and transition at the same time. Edges are 

connected from source to primary output to sink. 

This type of representation circuit is directed acyclic graph (DAG.), acyclic, since 

combinational circuit generally doesn't has any loops. 
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Figure 1.1: An example illustrating the Combinational circuit with it's timing graph. 

1.2.5 Representation of Sequential Circuits 

These circuits, consists of combinational elements and sequential elements (Flip-flops 

or Lathes), may be represented as a set of combinational blocks between latches, 

and a timing graph may be constructed for each of these blocks [1]. For any such 

block, sequential elements that fan out to a gate in the block constitute it's primary 

input. Similarly, a sequential circuit output for which a fan in gate belongs to block 

together represents it's primary output's. In this, we construct a graph in which each 

vertex corresponds to combinational elements, an undirected edge is drawn between 

a combinational elements and combinational elements that it fan out to. Sequential 

elements are left unrepresented. Computation of delay for combinational block is 

important. Clock period must be greater than maximum delay of any combinational 

path plus setup time for sequential elements. Hence, finding the delay of critical 

path is a vital task. For this, we must find critical path. 

1.2.6 Critical Path 

To determine if a circuit meets timing constraints, it is necessary to find its critical 

path [1]. Critical path is the path having maximum delay in traversing from primary 

inputs (Pis) to primary outputs (POs). CPM(Critical Path Method) is a technique 

used to find critical path. Consider the combinational circuit shown in the Fig. 1.2. 
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In STA the critical path is mostly found by a method which we elucidate here. 

0►0 a 
010 b 

010 c 
010 d 

010 e 
010 f 

010 g 
010 h 

7111 

Figure 1.2: An example illustrating the application of CPM on a circuit with 

inverting gates. 

Each block in the figure could be a simple logic gate or combinational block, 

and is characterized by delay from each input pin to output pin. Each block is an 

inverting type logic gate such as NAND or NOR. The numbers d,./dî inside each 

block represents the delays for output rise transition and output fall transition cases, 

respectively. These delay's are obtained through delay models. We also assume that 

all the primary inputs arrive at the time zero, so that the numbers "0/0" at each 

primary input represent the worst case rise and fall arrival times, respectively at 

each of these nodes. 

A block is said to be ready for processing when the signal arrival time information 

is available for all of its inputs. Therefore initially, only those blocks that are fed 

solely by primary inputs are ready for processing. In the example these correspond 

to i,j,k and 1. Then out of all the blocks that are ready for processing, choose any 

of the block. We compute the worst case arrival time at output by adding the delay 

of the block to latest arriving input time. In this way we process the remaining 
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blocks and through out the entire circuit. In our example the processing of blocks 

that are chosen are i,j,k,l,m,n,p,o and the worst case delay for the entire block is 

max(7,11)=11 units. 

To find the critical path in the above example, we begin with the final gate output 

CO', whose falling transition corresponds to the maximum delay. This transition is 

caused by the rising transition at the output of gate n, which must therefore precede 

on the critical path. Similarly, the transition at n' is effected by the falling 

transition at the output of `m', and so on. By continuing this process, the critical 

path from the input to the output is identified as being caused by a falling transition 

at either c or d, and then progressing as follows: rising j- falling m-+ rising n-4 

falling o. The arrows in the Fig. 1.2 indicates the critical path. 

Thus in STA, critical path is determined by CPM method, which in turn makes 

use of the delay's of the each logic gate. These delay's of logic gates are obtained 

by making use of Delay models(DM). STA uses delay models for fast calculation of 

delay of a data path. Accuracy of STA depends on the accuracy of delay models 

used. So, these delay models should be as accurate as possible. 

1.3 Delay Models 

In order to find the delay of an entire combinational circuit using STA, we must 

determine the delay of it's logic gates. When load is fully capacitive, problem of 

finding delay of that logic gates reduces to that of finding delay of a gate for a 

specified capacitive load. If gate is made from a library, it's-  delay is precharacter-

ized, under various load and input transition time trim. Some common used delay 

characterization under capacitive load are: 

1. Analytical Delay Models : The delay of a logic gate is found from the output 

voltage transition of logic gate across the load capacitor. They make use of 
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the current equation of the MOSFET. The accuracy depends on the accuracy 

of the current equation. Alpha power law is a typical example. 

2. Empirical Delay Model : Empirical models are based on curve fitting on the 

simulation data obtained using SPICE. Polynomial delay model is a typical 

example. 

3. Look-up-Table Method : Here we tabulate the gate delays for several values 

of input transition time (t) and load capacitance (C1). Having known t,.i,, 

and C1, we can pick the delay of that particular logic gate from the table. 

We now discuss several important delay models proposed in the literature. 

1.3.1 Shockley's Delay Model 

This model, calculates the delay using current equation in both triode and pentode 

region . 

In it, drain current is given by: 

In  = 0 (VAS < VTK  : cutoff region) 

K[(Vgs — VTH) Vds — 0.5 Irds )] (Vd.s C Vdsat : linear region) 	(1.2) 

= 0.5 K(Vgs  — VTH)2  (Vds ? Vdsat: saturation region) 	(1.3) 

where 

Vdsat = (Vgs  — VTH) : is the saturation voltage 	 (1.4) 

Due to square relationship in satuaration, it is also called as square law model. 

Model gives fair result for long channel device. But, for short channel devices, it 

fails to produce the result. This is because of two reasons 

• The drain current in saturation does not follow square law relationship with 

gate to source voltage 

. The drain saturation voltage Vdsat  is different from predicted value. 
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1.3.2 Alpha Power Law Delay Model 

This model is extension of shockley's delay model in device saturation region [3). It 

takes in to account velocity saturation effect which is predominant in short channel 

MOSFET'S [3]. Using this model we can derive an equation for logic gate delay by. 

taking into account of the input signal slope. 

A full description of the model is given below 

ID = 0 (VGS < VTH : cutoff region) 	 (1.5) 

_ ( ID0/V' O)VDs (VDS <V,0 : linear region) 	 (1.6) 

= IIO (VDS > VDO : saturation region) 	 (1.7) 

where 

I o 	'DO GDO 

—VTH~ 
(1.8) 

— VTH ) 

V
S V 0 = VDO 	9 

VTH 	a~2 

(1.9) 
VDO — VTH 

values of ci is 2 for shockley's delay model and for alpha power model, it is 1.2 for 

n-MOSFET and 1.5 for p-MOSFET. The model is based on four parameters: VTH 

(threshold, voltage), a (Velocity saturation index), VDO (Drain saturation voltage at 

VGS = VDD, and IDo (Drain current at VGS = VDS = VDD)- 

As we observe in alpha power model, the accuracy of analytical delay model 

depends on the accuracy of the MOSFET current equations. MOSFET current 

equation for sub-micron technologies are very complex in nature. In addition, their 

parameters are dependent on the terminal voltage of the device. 

1.3.3 Polynomial Delay Models 

Traditional methods for characterizing a cell driving a load use an equation of the 

form MCI + k2i where I,1 is the characterized slope and k2 is the intrinsic delay. 

However, such an equation neglects the effect of input transition on the delay.The 
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Non Linear Delay Model (NLDM) from Synopsys uses the characterizing equations 

of the form atrim  + /3C1 + 7tr 27LC1 + b. 

The Scalable Polynomial Delay Model (SPDM) [4] developed by Synopsys uses a 

product of polynomials to fit the delay data. For example, for two parameters C, 

and trim , a product of mth  order polynomial in Ci with an nth  order polynomial in 

tr27L , of the form (ao + a1C1  + ......a.Cr)(bo + bitrin + .....b,t n ) may be used [4]. 

To overcome these disadvantages, industry is making use of LUT to obtain delay 

of logic gate. In the next section,we discuss details of look-up table approach of 

finding the delay of any logic gate. 

1.3.4 Look up Table Method 

LUT's approach is the most popular method for delay calculation in industry due to 

it's accuracy and fast approach in STA [5]. The reason for going to this model is its 

accuracy. As the device size shrinks and the input signal speeds increases it is diffi-

cult to predict the device characteristics and hence effects the accuracy of the delay 

model. LUT approach overcomes the limitation of analytic and polynomial delay 

models discussed in section 1.3.1, 1.3.2 and 1.3.3. In this method, delay is being 

tabulated for several values of input signal transition time and load capacitances. 

Look up table used for STA is a two dimensional table, where a gate's delay is 

characterized with respect to its load capacitance (C1) and the input signal transition 

time (tr im ) [5]. 

A general look up table looks as shown in the Table 1.1, tabulates delay with 

respect to the load capacitance and input signal transition time. 

Hence, in look-up table method, delay is precharaterized at some value of tri,t  

and load capacitance Ci to increase computational efficiency and minimize storage 

and characterization requirements. Delay at other value of transition time and load 

capacitance is calculated through linear interpolation. For this, linear relationship 

of delay with transition time trim  and load capacitance C1 is required. 
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Cloadl Cload2 Cload3 Cload4 

tr_inl D11 D12 D13 D14 

t,._in,2  D21 D22 D23 D24 

tr-in3 D31 D32 D33 D34 

tr_in4 D41 D42 D43 D44 

tr-in5 D51 D52 D53 D54 

Table 1.1: Delay LUT of a logic gate 

However, there are several problems associated with the LUT's. We enumerate 

these problems in the next chapters. Generally look-up table method requires 

selection of 	and load capacitance Cl in ad-hoc manner. Look-up table has to be 

generate for each variation in process, voltage, temperature (PVT) and technology 

node. In next few chapters we try to overcome some problems associated with LUT 

method. 



Chapter 2 

Sequential Circuits 

A sequential circuit consists of combinational elements and registers [13]. Generally, 

they have feed back. So, their timing diagram also has loops. Consider, a given 

sequential circuit given below in Fig. 2.1. Here, output of a register goes back 

to input to combinational block [17]. Combinational block has total I+M input's. 

It also has O+M output's. Register can be made of either edge-triggered Flip-

flops or level-triggered latches. For the circuit to work properly with continuously 

increasing clock frequency, timing constraints has to be satisfied. Now, we will 

briefly understand all these timing parameters. 

2.1 Timing constraints [17] 

The basic parameters associated with a flip-flop or latch can be summarized as 

follows: 

. Setup time : The data input of the register, commonly referred to as the D 

input, must receive incoming data at a time that is at least Tset.,,p units before 

the onset of the latching edge of the clock. The data will then be available at 

the output node Q, after the latching edge. The quantity ,T,,t, p  is referred to 

as the setup time of the flip-flop or latch. 

11 



Sequential Circuits 	 12 

Input 

Current Stat( 

Output 

ex t State 

CLK 

Figure 2.1: An example of Sequential circuits. 

• Hold time : The input 'D' must be kept stable for a time of Thold  units, where 

Thold  is called the hold time, so that the data is allowed to be stored correctly 

in the flip-flop or latches. 

• Clock-to-Q delay : Each latch has a delay between the time the data and 

clock are both available at the input, and the time when it is latched. This is 

referred to as the clock-to-Q delay TCQ . 

• Data-to-Q delay : This is the delay between the time the data input arrive at 

the input and the time when data is latched. This is called as data-to-Q delay 

TDQ  

• Maximum clock frequency : It is the maximum clock frequency on which the 

circuit can• operate. Maximum clock frequency is. limited by timing constraints 

of sequential circuits. These constraints are setup time, hold time and clock-

to-Q delay. 

Consider two flip-flops i and j, connected only by pure combinational paths as 

shown in Fig. 2.2 [1]. Over all such paths i—+j, let 
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the largest delay from FF i to FF j be d(i,j), and the smallest delay be d(i,j). 

Let us denote the setup time, hold time, and the maximum and minimum clock-to-Q 

delay of any arbitrary flip-flop be Tsk, Thk , Ak and 6k respectively. 

DATAPA H (tI3]~ 

+ 	 SHTt. PTIMF (IS) N 	 H©I DTINIE1011) 

CAI'TUItU PATH ( ) 

Figure 2.2: Representation of two FF coneected through a pure combinatioanl path 

Data is available at the launching flip-flop, i after the clock-to-Q delay and will 

arrive at the latching flip-flop j, at a time no later than A2+d(i,j). For correct 

clocking, the data is required to arrive one setup time before the latching edge of 

the clock at FF j as shown in Fig 2.3 i.e at. a time no later than P-TSB. Where P is 

the period of the clock. This will give us a relation as 

Di+d(i, j) < P—TSB 	 (2.1) 

(i, j) < P — TSB — Lz 	 (2.2) 

This constraint is often referred to as the setup time constraint. Since this require-

ment places an upper bound on the delay of a combinational path, it also called as 

long path constraint. The data must be stable for an interval that is at least as long 

as the hold time after the clock edge, if it is to be correctly captured by the FF j. 

Hence it is essential that the new data does not arrive at FF j before time Thy. Since 

the earliest time that the incoming data can arrive is di + d(i,j), this gives us the 
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Cycle time P 

Clock 

time 
	Setup time 

Hold time 	 Hold time 

Figure 2.3: Illustration of the clocking parameters. of the flip-flop 

following hold time constraint: 

Si + d(i, j) > Thy 	 ( 2.3) 

4(i, j) > Thy — Si 	 (2.4) 

Since this constraint puts a lower bound on the combinational delay on a path, it is 

referred to as a short path constraint. If this constraint is violated then the data in 

the current clock cycle are corrupted by the data from the next clock cycle. 

Thus the delay of the combinational data path as well as setup time and hold time 

constraints have to be measured by the designer to check whether these constraints 

satisfies the minimum clock period P. 

2.2 Static Latch using Transmission gates [17] 

Latch is a level triggered flip-flop. The most robust and common technique to 

build a latch involves the use of transmission gate multiplexer. Fig. 2.4 shows an 

implementation of positive static latch based on multiplexer. For a positive latch, 

D input is selected when the clock is high and the D input is passed to the output 

Q. During this, latch is called in transparent mode. When the clock signal is low. 

output sustain it's value using feedback loop made by two back-to-back inverters. 

During this, latch is in hold (Opaque) mode. Sizing of transistors therefore is not 
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critical for realizing correct functionality. So, this latch is also called as static latch. 

Fig. A.1 shows layout of minimum size static D-latch. For increasing size of latch, 

we use fingering. The layouts using fingering are shown at the end of the paper. 

CLK 

Ip 	 Intemiediate 
rI 	node (1) 	^ 11 

Input D 
	

Output Q 

TO T 
CLK 

Ti''I2 

T 
CLK 

Figure 2.4: Static Latch using Transmission Gate [17] 

Assume that the propagation delay of each inverter is trd,inv , and the propagation 

delay of the transmission gate is trd,tx . Also assume that contamination delay is 0, 

and that inverter, deriving CLK from CLK, has a delay of 0 as well. The setup time 

is the time before the rising edge of the clock that the input data D must be valid. 

For the transmission gate multiplexer-based latch, the input D has to propagate 

through Io, To , Il  and I2  before the rising edge of the clock. This ensures that the 

node voltages on both terminals of the transmission gate Tl  are at the same value. 

Otherwise, it is possible for the cross coupled pair I1  and Il  to settle to an incorrect 

value. The setup time is therefore equal to 3 * trd,inv + trd,tx 

2.3 Sequential circuit characterization 

STA tools rely on data described in cell libraries to analyze the circuit [7]. The 

characterization of individual cells in cell library is therefore highly critical in terms 

of the accuracy of the STA results. Specifically, the setup time and hold time 

constraints of the sequential cells are used to verify the timing of a synchronous 
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circuit. Cycles times have been shrinking dramatically driven by both faster gate 

delays and more aggressive designs using fewer gates in a design. Thus, setup time 

accounts for a significant portion of the clock period and therefore modeling of 

setup time is critical (14]. For this analysis, setup time is calculated from SPICE 

simulation and store in cell libraries. 

2.4 Setup time characterization 

For STA -analysis, setup time has to be characterized. There is one common approach 

for calculating setup time for sequential elements which is being discussed in next 

section : 

2.4.1 Existing characterization Technique of Setup time [7] 

A common approach to characterize setup time is to examine the setup skew versus 

data-to-Q delay relationship at a fixed hold skew. Three regions can be determined 

from Fig. 2.5 : stable(No failure), metastable, failure (mal function) regions. In the 

stable region data-to-Q delay is independent of setup skew. As the skew decreases, 

the data-to-Q delay starts to rise in exponential fashion. If the skew is excessively 

small, the latch fails to latch the data. This region is unstable region. Region 

between stable and unstable region is called as metastable region. 

The setup(hold) is usually set to the setup skew where stable region crossover 

into metastable region. There are different approach to identify the crossover point. 

In some approaches, the crossover points is the time where a certain amount of 

degradation in the data-to-Q delay occurs. For example, 5% degradation is taken 

as reference in industry. In some approaches, crossover points is the time where the 

sum of setup skew and data-to-Q delay is minimized. At _ this point slope of the 

curve is 45 degree. 
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Figure 2.5: Data-to-Q delay versus setup skew 

So the approach described above uses SPICE simulation to calculate setup time 

which is stored in standard cell library. But, it takes lot of time to characterize setup 

time in library characterization. To overcome these drawbacks of SPICE simulation, 

we use LUT approach to characterize setup time. Since for fast calculation and 

also for simplicity, linear delay model for setup time is very much desired in LUT 

approach. In the next chapter we derive and validate linear delay model for setup 

time. 

2.5 Problem Statement 

• PresentIy in LUT method, tri,,, and C, values are selected in an ad-hoc manner, 

so there needs to a systematic way of choosing these values for improving 

accuracy. 

• These characterization tables have to be regenerated due to process,voltage 
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and temperature (PVT). The LUT are characterized for several sizes of logic 

gates. This requires huge characterization effort. 

. The accuracy of delay obtained by LUT approach depends on the size of the 

LUT. Increasing the size increases accuracy but increases the system's memory 

storage and simulation time. 

• No linear delay model has been proposed for sequential cells due to presence 

of multi stage cells and feedback loops. 

In this work, we propose a solution to the above problems with existing LUT's 

which focuses on optimum choice of t,.ti7L  and Cl and also determine it's region of 

validity as a function of it's logic gate size. Using this model and region of validity, 

we choose appropriate values of tr27z  and Cl for generating LUT's. Our approach can 

also be used with technology scaling. 



Chapter 3 

Novel Linear Delay Model and It's 

Region of Validity 

3.1 Overview 

In this chapter we derive a linear delay model for setup time of sequential circuit. 

The model is physical based and it's coefficient and it's region of validity are ob-

tained using physical arguments with very few SPICE simulation. We make various 

assumptions while developing the model and later we justify these assumptions. In 

the next section we derive our linear delay model using physical reasoning. 

3.2 " Simulation setup 

In the next section, we derive a linear relation of setup time with data transition time 

and load capacitance. We do this analysis for positive level D-latch. We use 45nm 

technology ptm files2  for HSPICE simulation. We made layouts on CADENCE 

virtuoso layout editor 6.1.3. We extract our SPICE files from layout. During 

derivation, we assumed that CLK and CLK are pulse input having no skew and 

overlap between them. We derived our relationship for rising D input where input 

D rises from 0 to VDD  and output Q is rising from 0 to VDD. where VDD  is power 

19 
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supply, which is taken as lvolt. Data transition time has been denoted by tri,z  which 
is time taken by data input for 0 to 100% transition at input of inverter Io. In 
our work, we assume that VGS =  QD  t where VGS is the gate-source voltage of the 
inverter IQ 's NMOS device, VDD  is the power supply voltage and t is the time. We 
use the symbol t,.i, to denote the time required for the D input to increase from 0 to 

VDD. In this paper, the word "delay" stands for 50% delay unless stated otherwise. 

First we derived our model for minimum sized latch then we verified it's validity 

with increasing width of latch. We do fingering to increase the width of latch as 

shown in appendix. We simulate D-latch with Wr  and W,,, adjusted such that the 

rise and fall transition times are equal. 

3.3 Novel Linear Delay Model 

In this section, using physical arguments, we show that delay varies linearly with 

load capacitance(Cj) and input transition time trig,, when these parameters are within 

a certain range, since setup time is that skew at which data-to-Q delay TDQ  rises by 
say 5%. As the delay TD_Q varies linearly with t,.i,, and C, setup time also varies 
linearly with t,.i,,, and load capacitance C,. Fig. 3.1(a) shows variation of setup time 

with data transition time t fi,,,. Fig. 3.1(b) shows variation of setup time with load 

capacitance C,. Since setup time varies linearly with data transition time and load 

capacitance, we can model setup time as a linear function of data transition time 

tri,,, and load capacitance C, given by equation 3.1 

Setup time delayD = K1TR + K2C, + K3 	 (3.1) 

Where K1 , K2 , K3  are constants which are extracted by fitting the model in the 

HSPICE simulation data. In the next section we derive setup time variation with 

data transition time t,.i,. 
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Figure 3.1: (a) Setup time variation with input transition time for a given load 

capacitance , (b) Setup time variation with load capacitance for a given input 

transition time.In both figures Points are simulated data and dotted lines are fitting 
of Delay Model. 

3.3.1 Variation of setup time with input data transition 
time 

In this section, we show that setup time delay varies linearly with t,.Z.fl  for a given 
value of load capacitance C1 . Data input D is rising from 0 to VDD  and output 
Q is rising from 0 to VDD. We assume linear transition of data input. So VGS = 
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(VDD/trip) * t, where VAS  is gate to source voltage of NMOS device of Inverter Io  

and VDD  is the power supply voltage and t is the time. When latch is in transparent 

mode, CLK and CLK are VDD  and Gnd respectively. As shown in figure 3.2, for 

rising transition of D input, node I discharges from VDL, to Gnd with capacitance 

CI+CC . Where C j  is input capacitance of inverter I1 and Cp  is parasitic capacitance 

at Intermediate(I) node. The output I node discharge comprise of two regions: first, 

when D input transitions from 0 to VDD  and second, when D input remains at VDD. 
So, the complete transition of I node can be divided in two regions: 

• The NMOS device of inverter Io  is in linear region through resistance Rovy , 

trim  in first region. 

• The NIVIOS device of inverter Io  is in linear region through resistance RO72 , t 

in second region 

iLK 

Input D IO 

CLK 

Figure 3.2: Ckt equivalent when latch is in transparent mode. 

If load capacitance is chosen such that the NMOS device of inverter Io  is in 

saturation region from 0 to VDD. The output I node discharge LQ(trin ) from 0 to 

trite, iS, 
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trin 

AQ(t,in) 	= 	f 	Idsdt 
0 

(3.2) 

1 _ 
trin 

f( Vcs VDS 	 , 1)d( Vcs) 
(3.3) 

0 VDD VD D 	• VD D 
1 

= 	trin 
fo 

.f (x, y = 1)dx (3.4) 

= 	STtri , (3.5) 

V1(trim) 	= 	VDD — 
Outputl discharge from t = 0 to t = trim 

(3.6) Ci + CP 

V1(trin ) 	= 	VDD — 
ST trim 

in (3.7) 
S,l + 

Here, Ids = f ( vGs , VDD VDS) is the NMOS drive current, ST is a constant proportional VDD  

to Wn since the NMOS current is proportional to the width of device (Ids a Wn ), 
x=VGS/VDD and y=VDS/VDD. The generalized expression of current as a function 

of VGS and VDS enables us to include the second order effects into the expression. 

We assume that y= VDS/VDD — 1 for the NMOS device since it is operating in 

saturation regime. Vj(trin ) is the output voltage at time t=tri ,,. We assume that 

PMOS device is very weak when compared to NMOS device due to rising transition 

at the input node. 

Assumption 1: As we show later in paper, for a large number points in the LUT, 

the NMOS device of Io inverter is in linear region in first region where U,, < VDD- 
In region 1, input D rises from 0 to VDD and node I discharges from VDD to V1 for 
transition time T 1 and V2 for transition time TR2 respectively as shown in fig. 3.3. 
So Vl and V2 are given by exponential discharge equations: 

—TR1 
V1 = VDD eXp Ra~,

9 (cr + Cr,) 	 (3.8) 

V2 = VDD exp 	—TR2 
Ravg (Cr + Cr) 	 (3.9) 

Here 

RQV9 = Ra„9,NZVos + Ravg ,TG - 	 (3.10) 
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Figure 3.3: (a) Discharging of I node for TR = TRl  , ( b) Discharging of I node for 

Tn = TR2. 

where Ra„g ,TG = average resistance of Transmission gate 

and Ravg,NMOS average resistance of NMOS in linear region 

1_ 	1 	
(3.11) Ravg,NMOS = Vn — VTH  TR°t  VTH 

Assumption 2: If we assume that discharging voltage at node I, V(I) discharges 

linearly in this region then we can approximate equation 3.8 and 3.9 as 

V1=VDD 1— 	TR1 	1 
Rau9 (C, + Cp) ) 

TR2  
V2  = VDD  ( 1  — Ravg(CI + 

(3.12) 

(3.13) 
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....................
Taking the difference between V2 and Till as AV, r RCOO ,-. . ) 

VDD 
AV = V2 — V1 = Rav9 (Cr + C~

) (TR1 — R2 	 (3.14) 

So the difference of two discharging voltage LW is linear function of TR1 and 

TR2 - 

In region 2, NMOS device of inverter Io is in linear region.For 50 %to 80 % delay 

between D input and I node, output V(I) discharges from Vi to 0.2VDD for transition 

time T 1 and from V2 to 0.2 L D D for transition time TR2i with an on resistance Ron. 

Where R0 = ROTh,NMOS + Ron,TG 
using exponential discharge equation: 

0.2VDD = Vl exp 	( —t' 	 (3.15) 
Ron (CI + Cp ) 

0.2VDD = V2 exp 
Ron (Cl ± CP) 	

(3.16) 

By dividing equation 3.16 by equation 3.15 we get: 

R0 (C, + C~) In Vl = t i - t2 	 (3.17) 

since 

V2 = VI + oV 	 (3.18) 

Vi + OV R0n(C1 + CC ) In 	 ,. 	= t l — t2 	 (3.19) 

so 

R,,,(CI + Cp) In [ 1 + AV ] = t l — t 2 	 (3.20) 

Assumption 3: For smaller value of LTR, OV ^- 0, so we can approximate : 

(3.21) 

for smaller value of x 

R0n.(C1+Cp) 
(AV) 

=tl—t 2 	 (3.22) 
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putting value of AV and V from equation 3.14 and from equation 3.8 respectively, 

in equation 3.22, we get: 

(R..(CI + C') 	TRi — TRZ 	t2  t l  
Ravg(CI + Cp) — TR1) _ — 	 ( 3.23)  

for transition time TR2i  delay D is given by D = T + t2 
From equation 3.23, it shows that for given value of TR = TRl  and load C1, setup 

time delay t2  — t1  is a linear function of TR2. 
Further we make the following observations: 

• Observation 1 : For a given value of TR  = Tnl  and load C1, delay between 

data D and I node I is linearly proportional to TR2  within a region where our 

assumption 1 and 3 are valid. 

• Observation 2 : We also observed that delay coefficients Kl  is given by 

• R.(Cr + CC) 	 (3.24) 
Ravg  (CI + CP ) — TR1 

which is independent of the width of latch. 

We show that equation 3.1 fits well on data with a lower bound trbmjf  and an upper 

bound trbmax  on t. Fig. 3.4(a) and fig 3.4(b) verifies the observation 1 and 2 made 

in this section. 

3.3.2 Variation of setup time with capacitive load : 

In this section, we show that delay varies linearly with CL  for a given value of data 

transition time trif . Again we assume VGS  =  VDD  TR,data 

Assumption 4: since at Intermediate node I, load capacitance is almost constant. 

So for a constant value of TR,data,  delay between D and I node is constant. Falling 
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Figure 3.4: (a) TDI delay variation with input transition time for a given load 

capacitance , (b) Kl variation with latch width.In both figures Points are simulated 

data and dotted lines are fitting of Delay Model. 

transition at intermediate(I) node is also constant for constant TR,d,,ta and load 

capacitance at intermediate node. As load capacitance increases, capacitance at 

intermediate node slightly decreases since capacitance at intermediate node is series 

combination of CL and CGD of inverter Ti. We prove this assumption later in this 

paper. If assumption 3 is correct then, then delay between I and Q will be linear 

function of C1 for constant transition at I node. Node I is falling from Vdd to 0 and 
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output Q is rising from 0 to Vdd. 

if the PMOS device of inverter Il is in saturation, the output charges from 0 to 

VDD for 50% delay. The output charge 

zQ=I
trouE,f 

I0~dt 
0 

where t,.out ,I is falling transition time at intermediate node. Output charges from 0 

to 1,D' through C1 and Cr ,Q whereas Cp,Q is the parasitics at the output Q node.So, 

(Cl + CC ,Q) V2D = Ion * Ot 	 (3.25) 

(C1 + CC,Q) Lt= 	 (3.26) 
Ion 

Here IO7z = f (—, vDS) is the PMOS on current. We assume that NMOS device is 
VD D VD D 

very weak when compared to PMOS device due to falling transition at the I node. 

Since Io,, is proportional to W p and At is proportional to jon . So, delay At is 

proportional to `y . 
P 

If PMOS device of inverter Il is in linear region during charging of Q output 

from 0 to y2D and output node can be assumed as an RC network, then delay is 

proportional to Rp z (Cl + CC ,Q) . For a given value of load capacitance, since RO9, is 

proportional to N, , so delay is proportional to yy in linear region for a given value 
P 	 P 

of load capacitance. So in both linear and saturation region, delay is proportional 

to 	for a given value of load capacitance C1. 

Further we make the following observations: 

• Observation 3 : K2 is linear function of yv 
P 

• Observation 4 : K3 is linear function of ~y 
P 

We verified our observations 3 and 4 through HSPICE simulation. 3.5(a) and 

3.5(b) verifies these observations. 

We validate all assumptions that we have made above in 3.4 and use them in 

optimizing the setup time delay LUT, as we explained in chapter 1. Here, we have 
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both figures Points are simulated data and dotted lines are fitting of Delay Model 

made the assumptions 3.3.1 that the NMOS device of inverter Io  is in linear region 

from 0 to t. This assumption gives the lower limit of region of validity of this 

model. We also made the assumption 3 using equation 3.21 when x= VV  becomes 

comparable to 1, the model diverges from delay equation this gives the upper limit 

of the model. In next section, we determine the region of validity of the model given 

by equation 3.1. 
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3.4 - Region of validity of linear region delay model 

In this section, we determine the region of validity of our delay model. For lower 

limit of our model, we find the range of values of trim and C1 in which NMOS devices 
of inverter Io is in linear region. From equation 3.7 we observe that 

STtrin 
V(1) I t = trin = VDD — 	VDD — VTH 	 (3.27) 

	

AQtrjn = STtrin > (CI + CP )VTH 	 (3.28) 

For a given value of C1, linear delay model of equation 3.1 is valid for all the 

values of trim which satisfies equation 3.28 We denote the minimum value of t,.in 

which satisfy equation 3.1 as trbmin. From equation trbmin is a linear function of CI 

CI VTH CPVT H 
trbmin =  ST 

+ 
ST 	

(3.29) 

We extract the slope and intercept of this linear function by fitting in SPICE 

simulation data. We observe from equation 3.29 that 

• Observation 5 : trbmin is independent with load capacitance C1, since Cr is 

independent of C1. 

• Observation 6: The intercept is a constant with W. This is because 

STQWW 	 (3.30) 

and 

CraWn' 	 (3.31) 

and also 

CinC~Wn 	 (3.32) 
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As Cl changes, Cr remains almost constant because of series combination. In 

fact, it slightly decreases as 

CGD C1 CI = Cconstant + CG 
+ C1 	

(3.33) 
CGD 

CI = Cco~tatan,t + CGD 1 + I? 	 (3.34) 
cl 

as CGDI ICI 

using binomial expansion 

cI = Constant + CGD 
C 

1 
COD /
C, 
l 

so as Ci increases, Cr decreases. But the change in CI is so small that we can 

consider it as a constant. So ,t,b,i,, remains almost constant with varying C1. 

figure 3.6(a) and 3.6(b) confirms the observations 5 and 6 respectively. 

Our assumption 3 gets failed for higher values of t,.j, , where x = A becomes 

comparable to 1 in equation 3.21 This gives the maximum value of trb , which satisfy 

our linear delay model equation given by 3.1 We denote this value by trb. As tr b 

depends on ratio 41 , t,b varies as this ratio changes. 

• Observation 7: Since t,b depends on discharging values of intermediate node 

I at t,.i.,, variation of C1 does not affect I node discharging value. So trb should 

be independent of C1. 

• Observation 8 : Since OV is a voltage difference of two intermediate node 

voltage at two different TR, as Width W7z increases, both voltage discharges 

rapidly and voltage difference AV remains almost constant with varying W.n. 

Therefore AV is constant with W. 

• Observation 9 : Vl discharges faster as W, increases since drive current II,,, 

increases. Since 

V,a 
 I

i.e.V1a 	. 	 (3.35) 
o.r 	 n 
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1 
tr& 1 . 	 (3.36) 

W 

3.7(a)- 3.7(b) and 3.8(a)- 3.8(b) verifies observations 7-9. So, t,.6 depends 
linearly on W. . So, in this section we verified the validity of our linear delay model 

with variation in load capacitance and device width. 

In the section 3.3.1 we made assumtion 2 that intermediate node I voltage at 
V n• = VDD, V(I) varies linearly in linear region. We also observe from equation 3.14 
that Vl and V2 varies linearly with t,.i,,. figure 3.9(a) confirms the assumption we 

32 

20 
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Figure 3.7: (a) t,.b variation with load capacitnace with various latch size, (b) /V 
variation with latch width 

have made. figure 3.9(b) shows falling transition time at I node which is also linear 
with trin of D input. 

In the section 3.3.2, we made assumption 4 that delay between I and Q node 

varies linearly with load capcitance C1. Figure 3.10(a) confirms this assumption. 

Figure 3.10(b) shows delay between D and Intermediate I node remains almost 

constant with load capcitance C1. So,it also confirms that TDI is almost constant 

with variation in load capacitance C1. So, in this section we confirmed all the 

assumptions and observations made above in section 3.3. 
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In the next section, we discuss the verification of linear delay model of equation 

3.1 and the region of validity expression by equation 3.29 and equation 3.36 at 

different technology node. 

Say, for a D-latch with a size, we know the value of K1, K2  and K3  through 
HSPICE simulation. we also know trb for given size.Now, we can predict K1, K2  , 

K3 , trbmin and trb for any given size of D-latch using observations in section 3.3 

and 3.4. 
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Chapter 4 

Impact of Technology Scaling on 

the Delay Model 

In chapter 3 , we discuss our delay model. Now, in this section we will validate 

similar results on different technology node to find whether our model can migrate 

to lower technology node with reasonable accuracy. 

4.1 Overview 

With continuous scaling of CMOS device in deep-sub-micron technology, any delay 

model is useful in STA only when it maintains it's accuracy and validity with 

technology scaling and PVT variation. In this chapter we show that our delay 

model for setup time maintains it's validity and accuracy at lower technology node. 

We show our results using HSPICE simulations. We perform our analysis at 32nm 

technology node. 

4.1.1 Delay model Verification at 32nm Technology node 

In this section, We verify the validity of our model and our observations regarding 

it's coefficients and region of validity using HSPICE simulations at 32nrn technology 

37 
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node2. Our linear delay model for setup time is given by: 

Delay = K1TR  +K2CI + K3 	 (4.1) 

We extract the model coefficients K1 , K2  and K3  using 32nm D-latch HSPICE 

simulations. In Figure 4.1(a) we plot the setup time variation with the input 

transition time at a given load capacitance. We show the variation of setup time 

with load capacitance (C1) for a given input transition time in 4.1(b). 

Figure 4.2(a) shows delay between D and I node TDr, versus input transition 

time at a given load. Again our delay model perfectly fit with the simulation data 

with in a lower limit tr bmin  and an upper limit trb. In equation 4.1 it was observed 

that the Kl  is independent of D-Iatch size whereas K2  and K3  varies linearly with 

yyn  respectively. 

Figure 4.2(b), 4.3(a), 4.3(b) confirms these observations using HSPICE simu-

lations at 32nm technology node. 

Similarly, Figure 4.4(a), 4.4(b) and 4.4(c) shows the variations of t,.b , AV, and 

V/  respectively with D-latch size W. These plot verifies our observations 7-9, made 

in section 3.4. 

We have verified all the above observations at 32nm technology node and prove 

that our linear delay model is equally valid at 32nm technology node and maintains 

it's accuracy. 	. . 
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Chapter 5 

Results and Conclusion 

In chapter 3 we have provided the linear delay model for setup time and validate it. 

In this chapter, we use the proposed delay model for characterization of standard 

cell library and observe the saving in number of simulation and resources. 

5.1 Overview 

In previous chapter, We derived and validated simple model for the setup time. 

We also showed that our linear model can be used to charactrize the setup time 

for D-latch which relates setup time linearly with input transition time (t,.27L) and 

load capacitance (C1) , if an upper limit is followed. As the aim of this thesis 

work is to reduce the characterization effort and time for nanoscale standard cell 

library with the process; voltage and temprature (PVT) variation, we use our delay 

model for efficient generarion of LUT for library characterization. Sample library 

consists of important sequential latches of various sizes. In this chapter, we show the 

saving in number of simulation using our method to generate the LUT's. finally we 

compare the delay values obtained from• traditional LUT's, our LUT's and HSPICE 

simulation for D-latches of various sizes. 

43 



Results and Conclusion 	 44 

5.2 LUT using Delay Model 

We have explained in chapter 1 the look up table approach in STA for estimation 

of setup time delay. For example, consider a LUT of 7x7 matrix, the number 

of points in this LUT is 49. These points are generally obtained using HSPICE 

simulation. Currently, Industry obtained setup time of all the points using HSPICE 

simulation through the methodology described in 2.4.1 and we call this LUT as 

traditional LUT. In optimized LUT or LUT using linear delay model, we make use 

of the simple models derived in chapter 3 for points which are in region of validity as 

described in section 3.4. However for the points where the delay model is not valid, 

we use HSPICE simulations. For characterization using our method only requires 

two HSPICE simulations and then delay model can be used to calculate setup time 

for all the points in LUT which are within the region of validity. First, we will plot 

the variation of setup time with transition time trim, and slope of this plot will give 

us Kl  and intercept gives us k2  + K3. Again we plot the variation of setup time with 

load capacitance CC  and slope of this will provide K2  and intercept gives us Kl  + K3. 

Using this two equations, we can calculate values of K1 , K2 , K3  for that particular 

width of D-latch. for other sizes of latches, we can calculate K1 , K2 , K3  values using 

the observations 1-9 in chapter 3. The upper bound can also be calculate if we know 

the trb  for any width using the observations given by in chapter 3. So, we can predict 

setup time through our delay model for any value of width within trb. The points 

outside the trb , requires.  HSPICE simulation. In the next section we enumerate the 

saving in the number of points of LUT obtained using simulations. 

5.3 Reduction in Number of Simulations 

In this section, we use proposed linear delay model derived in chapter 3 during LUT 

characterization for library generation. Hence the number of SPICE simulations 

required to characterize a standard cell library decreases. In our library we have 
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built the LUT for D-latch of various sizes. Table 5.1 shows saving in the SPICE 

simulation for LUT generation For D-latch of various sizes. 

Size 6x6 7x7 8x8 9x9 

Reference 24 35 48 54 

2 24 28 40 54 

3 24 28 40 54 

4 24 28 40 45 

5 24 28 40 45 

Table 5.1: Number of savings in HSPICE simulation while characterizing D-latch 

library using our DM. 

5.4 Accuracy of LUT generated using the model 

In this section, we calculate setup time delay for D-latch of various size using the 

model and it's coefficients as derived in chapter 3. Then, we calculate the setup 

time delay using HSPICE. Then we compare both setup time delay ,obtained using 

our model and from SPICE simulation. Fig. 5.1 shows the comparison of both the 

delays. 

From 5.1 and 5.2 , it clearly depicts that our setup time delay is very close to 

the HSPICE delay. 
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5.5 Conclusion and Future Work 

We show that if an upper bound on input transition time is followed, a simple 

linear delay model is valid for all the D-latch of various sizes, which relate setup 

time linearly with t,.27z  and load capacitance C1 . We derive the region of validity 

and delay model coefficients with D- latch size W, (For equal rise and fail time 

transition) and simple relations which express trb  as a function of Cl and W. To 

derive these relations we did not use device current/ capacitance model. We only 

use the gate topology and charging/discharging of the load stage. Therefore these 

relations are valid with technology scaling. We extend this work to 32nm technology 

node. 

Using these relations, we show that standard cell library characterization effort 

can be significantly reduced. We show that standard cell library characterization 

can be done with a significantly lesser number of simulations(66% reduction) while 

maintaining accuracy. This is useful since numerous cycle of standard cell library 

characterization would be needed at several PVT corners in deep-sub-micron tech-

nologies due to PVT variation. We can generate the accuracy of the LUT using 

this linear delay model. We don't need to calculate the setup time delay in region 

of validity. So, we can calculate setup time using SPICE simulation in the region 

where the delay is highly non-linear function of (tr jn ,Ci) and our model gets failed. 

So more number of points in LUT increases the accuracy of the LUT. 

As s future work, we would extend the relationship for D-latch setup time having 

clock skew and also for hold time to characterize sequential standard cell in standard 

cell library characterization. 
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Appendix A 

Layout of D-Latch 

In this chapter, we include layouts of D-latch for various width. We first make layout 

for minimum size width of latch and then use fingering to increase the width. We 

make layout in CADENCE VIRTUOSO LAYOUT EDITOR version 6.1.3. 

A.1 Sequence of Layouts 

• Layout of minimum sized D-latch: 

• Layout of 2* minimum sized D-latch: 

• Layout of 3* minimum sized D-latch: 

• Layout of 4* minimum sized D-latch : 

• Layout of 5* minimum sized D-latch: 
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Figure A.1: Layout of minimum sized D-latch. 

Figure A.2: Layout of 2*minimum sized D-latch. 
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Figure A.3: Layout of 3*minimum sized D-latch. 

Figure A.4: Layout of 4*minimum sized D-latch. 



Appendix 
	 56 

Figure A.5: Layout of 5*minimum sized D-latch. 
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