MAINTENANCE SCHEDULING
OF | ‘
HYDROTHERMAL POWER - STATIONS

A DISSERTATION

Submitted in partial fulfilment -
of the requirements for the award of the Degree
- , of :
"MASTER OF ENGINEERING
in

BLECTRICAL ENGINEERING:
(System Engineering & Operations Research)

By
PARMOD KUMAR TANEJA

L N

DEPARTMENT OF ELECTRICAL ENGINEERING
UNIVERSITY OF ROORKEE
ROORKEE, (INDIA)

1978



_CERTIPICATE

Certified that the dissertation entitled
'MAINTENANCE SCHEDULING OF HYDRO THERMAL POWER STATIONS',
which is being submitted by Shri Pémod Kumar Taneja in
partial fulfilment of the requirement for the award of
the degree of Master of Engineering in Electrical
Engineering (System Engineering and Operations Research)
of the University of Roorkee, Roorkee, is a record of
gtudents' own work carried out by him undgr my supervision
and guidance. The matter embodied in this dissertation has
not been submitted for the award of any other degree or

diploma.

This is further certified that he has worked for
6Y, months from PrbviQ\S\’“, 1978 to ctt /5t 1978 for
preparing thia digsertation at this University.

g
| . J. Shama )
ROORKEE Reader { ectrical Engineering
Deptt. of ctrical Ehgineering
DATED NOVRMBER 1> ,1978 Uni

versity of Roorkee, Roorkee



The increasing size and complexity of power systems
have introduced the need for a more systematic apprgabh to
the determination of maintenance schedules for power generat-
ing facilities. The applicafion of mathematical programming
technigque in the solution of maintenance scheduling problems
is of a great interest and importance to ﬁtilities. The
present work is primarily concerned with the development of
mathematical models and maintenance scheduling algorithms
for a decision making situations arising in the functioning
of a power plant or group of power plants under centralized

administration.

’

First of all, the problem of preventive mainfenance
scheduling is discussed. In it number of objective criteria
for optimal maintenance scheduling of generators is discussed.
The criteria are baged on reliability indices, deviation from

a desired schedule, constraint violations and minimum G8H¥t

functions. A mathematical model for finding'madntenanc;
scheduling the policies of generating units i1is developed in
the presence of uncertainities. This problem ig an integer
programming having only o - 1 variables. A method based on
lexicographic enumeration technique is developed for its
solution. The operation of the method is exemplified by
application to a realistic system. |
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The gpecial structure of the mathematical model is also
exploited for developing a new, simple and efficient direct
search optimisation technique. The method developed is capable
of taking in to account all the complex constraints and hence
results in a practically 1mp1emgntable solution, if a feasible
solution exists. The applicacy of the algorithm is demonstrat-

ed for the risk levelization and reserve levelization problems.

Next a technique for scheduling generation mainte-
nance based on the frequency and duration method for reliability
evaluation of power systems is presented. The method permits
the weekly rigk created by removing units from service to de
minimised. It allows all practical constraints imposed on the
gsystem to be included, and, if necessary, continuously updated.
It uses an approximate technique for the evaluation of frequency
and duration of the outages. The basic concept of the approxi-
mate method is to split availebility, rate of departure end
hence the frequency of ecourence, immediately adjacent to the
exact state. A typical generating system is analysed to illus-

trate the generation maintenance scheduling technique.

Finally the problem of corrective maintenance aschedul-
ing is presented for optimal allocation of spere units. In this
the steady state availability of a repairsble gsystem with smnd-
by units is maximised under constraints of total cost and

weight. In the end, avenues of future research are discussed.
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xij = maintenance on vnit 4 starting in jth week

bi = rosources available for the ith type of
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Cij = Cost coefficients for the binary variables xid

ST | = A non redundant solution get

LeJ = Equivalent load for interval j

ij s Predicted peak load for interval }J

RJ = Reserve available for Jth period

Ay = Availability of state 1

" = Rate of tranasition out of a given capacity

state { to one where more capacity is available.

X_l = Rate of transition in downward direction
of state 1.

A = Constant failure rate

AL = Constant repair rate

fo( x) = Any objective function to be optimised
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€ = Constant replacement rate of i unit

L = Number of gpare i units.
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GIAPTER - I

INTRODUCTION

BACKGROUND OF THE PROBLEM

As power gystem generating facilities become larger,
diversified and more complex, the need for rigorous control
and monitoring of the maintenance of generating facilities
increasses. The reliability of operation, the production
costs and the capital expenditure are all affected by the
methods used to schedule maintenance. In prevailing situa-
tions, technological, environmental and competitive factors
interaoct in a complicated fashion and it becomes difficult
to arrive at a decision regarding the maintenance scheduling
- problems. The maintenance schéduling requires the preparation
of a2 time table, a plan or a program or a scheme which gives
a maintenance procedure for the system concerned. In'tackling
gimple problems, humagn judgement_oan be used in the prepara-
tion of maintenance schedules. But in the solution of large
intricate maintenance problems, human judgement alone is no
longer applicable. This requires the development of mathe-
matical progremming models end techniques to perform the
maintenance scheduling problem in an optimum way, so as to
meet the overall objective of providing relisble electric

gervices to the customers at minimum cost.

A generating system itself consists of a group of
major subgystems which are functionally inter-related with



each other in concepts, operations and objectives. The
problems of importance faced by the utility are identified

and posed to the system engineer. Thusg a realistic appraisal
of the specifies of the problems is obtained by system analyst.
Now it is the task of system analyst to prepare a suitadble
mathematical model which adequately describes the functional
relationship between variabléa and which mugt give good pre-
dictions of the behaviour of the system in future time periods.

The effectiveness of maintenance scheduling problem

depends upon the following -

(1) The selebtion of independent or decision variables.

(2) Selection of an objective function, that is, the
quantity to be maximised or minimised as a function
of thé independent or decision variables.

(3) Specification of the 1imits, or constraints, on the
values of independent variables so as to give a
feasible realizable solution.

(4) The input data requirement are also specified.

Then the selection of the most appropriate technique
of solution depends on the nature of objective function,
constraints and types of decision variables choosen in oxder

to simplify the task of decision making.



OBJECTIVES AND SCOPE

The objective of the maintenance scheduling is to
develop: mathematical models and solution techniques to find
the time periods and sequences of maintenance of generating
units, so that cost of maintenance is reduced within the
get of different constraints connected with manpower availa-
b1lity, sequencing and sdcurity of the system. It also in-
cludes the probabiligtic approach for adjusting the maintenance
schedule in the presence of uncertainities associated with
forced 6utage of generating units and error in demand forcast

due to seasonal and socio economic changes.

The relisbility of the generating system, production
cost and capital expenditure on a power gystem are all affect-
ed by the maintenance outage of generating facilities. Also
the lower cost per installed Megawatts for the new larger
units will not necessarily result in the lower life cycle cost
of the gystem. Thig is due to facts that generating unit
forced outage rates have increased tremendously as the unit
size increases. Thus to keep the same probability of meeting
daily peaks, the increase in the total installed reserve
requirement can more than offaet the 1pwer capital cost per
megawatt associated with larger units. Thus better planning
of maintenénce scheduling of generating units results in two
major areas of saving. Firstly, better maintenance scheduling
would allow the most efficient unit to be avallsble at right
time which helps in controlling the 'forced outage\ rates and



causing reduction in fuel usages. Alao efficient maintenance
planning can postpone the construction cost involved in gene-
ration expansion program. Thus the main purpose of maintenance
gcheduling of generating units is to satisfy all the constraints
on the system while keeping it as religble as possible, that is,
still satisfying the load demand with a reasonable assurance of

continuity.

Early attempts in the generator maintenance scheduling
have been made to developcheuristic algorithms according to
diffarent objectives. An earlier work in this direction has
been done by Christiasmse and Palmer using an objectiveg of
maximisation of minimum net reserve. Garver used the same to
levelization of risk by replacing the capacity of unit with
effective capabilities. Later Zurm and Quintan‘a proposed the
method known as the 'Group Sequential Scheduliné’. Here succe=-
gsiv e approximate dynamic programming is used to produce the
schedules. Gerard T. Egan and Morztyn used branch and bound
method to solve the scheduling problems with various objec-
tives. Patton and Ali have sttempted to minimise the risk
of failing to meet the load demand. According to them the
units are assigned according to the priority list, that is,
the most difficult unit is adjusted first for maintenance

scheduling and so on.

These methods possess the advantages of being able
to take account of the constraint that appear in the problem.



However these approaches suffer from the twin failings of not

guaranteeing to find a feasible solution when one exista.

Dopazo and Merril have used zero - one integer
programoming with a variety of objectives. 1In it Bela's
additive algorithm is used to prepare maintenance schedules.
A limitation of this is that each unit must be maintained
exactly once during the time period of interest. Furthermore,
it may be difficult to introduce some of the complex cons-
traints that exist in the maintenance scheduling problems.

The pregent work is primarily concerned with the
development of mathematic<al models and solution techniques
to solve the maintenance scheduling problems. First of all
the problem of preventive maintenance scheduling is discussed._
The task of scheduling pi'eventive maintenance involves gpeci-
fying dates at which man power is to be allocated to an over-
haul of a major functional element or group of elementg. The
problem becomes an involved one, when a large number of gene-
rating units are to be scheduled for maintenance in the mul ti-
period scheduling horizon. Algo there is an element of un-~
certainty associated with the reserve available for maintenance
purposes due to errors in demand forcast. Then the total
av+ailable generation is also a random variable due to random

failure of generating units.

Therefore first section is concerned with the develop-
ment of a mathematical model for preventive maintenance which

includes all the possible set of constraints. Also the un-~



certainities associated with the errors in demand forcast

and generator outages are congidered. The correspondingly
chance constraints are transfomed in to a linear deteminis-
tic equivalent by using the chance constraint programming .
technique. A lexicographic enumeration technique which is

based on Lawler and Bell algorithm for discrete optimisation
problems is used for the golution of preventive maintenance
scheduling problems. In this method certain infeasible solu-
tion vectors which helps in increasing the efficiency of schedul-

ing algorithm are skipped by using some rules.

Next the problem of maintenance scheduling is present-
ed considering the resérve and risk levelization criteria. This
criteria includes the problem of levelization of reserve and
risk, which reduces the expenditure on maintenance during the
operating life of the units. This includes the forced outage
rates of generating units and the variation of risk as a func-
tion of system peak loads. In this the different objectives
are congider to level the reserve throughout the year. It
helps in enhancing the reliasbility of generating units. The
uncertainities in predicfing peak load forecast are consider
to determine the net regerve margins. A new direct search
optimisation technique to solve this scheduling problem is
developed by exploiting its special structure.

In the next section the problem of maintenance

scheduling is solved by considering the frequency and duration



of the outages of the generating units as objective function. |
Its main feature is that during a particular week if a limit
is imposed on risk level, it includes that an additional
conatraint. A method is presented for the calculation g,t_
generating system and load model and to combine them t§ pro=-
duce a capacity reserve model at particular interval with the
risk indices for loss of load at that period.

In the end the problem of corrective maintenance
‘acheduling is piesented. To have built in maintenance in the
gsystem at the design stage is referred to as the problem of
corrective maintenance scheduling. In this the maintainability
analysis is included in the design phase. Such an analyais
has to be extended up to subgystem levels. The objective is
ajmed at maximizing steady state availability or minimization
of cogt subject to the attainment of a specific level of |
availability. Availability is adjusted by the number of spane
allowed.o Other measure of system goodnéss are considered, viz
failure raté. weight, price, mean replacement time, and meanm
replacement cost of a unit. The analysig result in the optimal
allocation of spa:fe units having non-zero replacement time. An
algorithm is developed for the solution ef this problem. It
exploits the special structure of the problem. .



CHAPTER - 11

PREVENTIVE MAINTENANCE SCHEDULING IN PRESENCE OF
UNCERTAINITIES

INTRODUCTION

The task of scheduling preventive maintenance( that
is routine or planned) involves spécifying dates at ‘which man-
power is to be allocated for overhaul of a major functional
element or group of elements. The scheduling interval between
two successive maintenance events is decided taking into
congideration type and the state of the unit to be maintained.
In real situations, manual scheduling is both difficult and
tedivus because of the large number of generating units and
the associated variation in the required demand end generation,
which are random in nature due to the forced outages of generat-

ing units.

Heuristic algorithms have been developed for obtain-
ing a mainteﬁance schedule according to different objectives.
In the early stages, adhooc~computer algorithms were developed
in an attempt to do scheduling emtomatically. The need for
automation results to revise maintenance schedules time to
time, arising from unforeseen circumstances, such as forcead
outages of units, unexpected delays in instsllation of new unit
unavailability of menpower or change in the load forecast. But
the main drawbacks that come in the quick revision of schedules

in thege methods are as follows -



(1) They may fail to find a schedule satisfying problem

constraints, even when one does exist.

(2) while they implicitly incorporate a criterion of
goodnegs, they do not necessarily find the best

schedule in terms of these criteria.

(3) The criterion of goodness is limited to either
qualising net reserve or equalising an approximation
to 'Loss of Load Probability'.

In thig Chapter, a mathematical model is developed for the
maintenance scheduling problem by congidering the random
naturé of demand and generation outages. A method based on
lexicographic enumeration technique is presented for the

solution of this problem.

2.1 COST FUNCTIONS FOR OPTIMAL SCHETULING

Depending upon the choice of system analyst and
subject to the appropriate date the importance of optimal
preventive maintenance scheduling of the generating units
consists of several classes of objective criterion. Some

of the important classes of objective criterion are given

below -

(1) Maximise the system reliability under conditions
of load uncertainitieg smd forced outages of units.

(11) Minimise operating cost.

(111) Minimum deviation from the required maintenance
schedule. »

(iv) Penalty criterion for constraint violation

(v) Minimum cost function criterion.
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RELIABILITY CRI TFRION |

The most important class of objective criterion
for maintenance scheduling is based upon the optimigation of
the system reliability. If this requirement is met, then a
- given security can be achieved with a smaller installed capa-
city. Thig heads to the reduction in capital investment.
Various types\ of reliability indices are chosen for maintenance
gscheduling of generating units depending on the nature of the

components whether stochastic, sgemi-gtochastic or deterministic.

The simplest and oldegt form of expregsing sgystem
reliability is in terms of the expected peak net reserve, i.e.
the difference between the expected peak demand and the net’
available installed capacity to supply the demand. This
figure of merit therefore ignores both the dally demand varia-
tions and the generating unit forced outage rates. If the
peak demand is given deterministically, this index is then
purely deterministic.

Relfability index chosen as expected duration of
unmet demand or the expected probability of loss of load is
algo commonly used. Here a simplyfying assumption is often
made to compute the loss of load probability dy neglecting the
daily load variations and thus only considering the peak load
distribution along the considered time period. Thus it provid-
es the probability of loss of load given that the demand is
at its peak.
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Another relisbility index is chosen as the expected
lack of modified net reserve. It is identical to the expected
lack of net reserve except for the fact that genergting units
are replaced by their effective load carrying capabilities and
predicted load by their esguivalent loed.

Minimisation or maximisation of the reliability indices
throughout the planning interval way or mgy not provide levell-
ed system reliability. Therefore the more effective optimisa-
tion procedure is the minimisation (or maximisation) of the
maximum (minimum) reiiability index. It prevent the large
variation of reliability indices during the planning interval.

OPERATING COST CRITERION

In agsessing the operating cost two factors are of
importance ¢ the energy production cost and the maintenance -
cost. The later is of importance if planned outages are allow-
ed to vary within given limits. Tire calculation of energy
production cost ig difficult and time consuming. This is be-
cause of the probablistic elements involved in the total -

generation due to the random failure of generating units.

DEVIATION FROM THE MAINTENANCE SCHEDULE

The deviation from the maintenance schedule criterion
congiders various objective agpects, namely maintenance
urgency, ideal maintenance sequence of various units, ideal
preventive maintenance schedules and changes in previously
established schedules. For preventive maintenance and desired

outage sequences of various units one wighes to minimize the
deviation from ideal dates.
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Algo one attempts to minimigse deviation from the pre-
viously egtablished maintenance schedule which becomes par-
tially infeasible due to ‘f‘orced outages leading to early ‘

maintenance.

PENALTY CRITERION FOR CONSTRAINT VIOLATION

Optimal preventive maintenance scheduling ofg genera-
tors involves a constrained optimisation problem. It is some-
times impossible to obtain a feasible solution without violat-
ing constraints. Among the infeasible solutions one attempts
to search for the least infeasible one accomodating with
penalty criterion imposed upon constraint violations. Consgider
here for example the minimum lateness penalty schedule cri-‘
terion. Teble 2.1 shows a possible penalty cost function for
three unit system given z.é-«r-» mrTe T,

TABLE 2.}

For each generating unit there is a penalty of zero imposed
for beginning maintenance during the Ist allowed week and

renalty of one and two imposed regpectively if maintenance
begin during the 2nd or 3rd week. The schedule that mini-

mises the cost function is the minimum lsteness penalty schedule.

’
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MINIMM COST FUNCTION CRI TERION

In the degigning of preventive maintenance schedule
the particular component of interest ig 'how much cost occur
for ma.inten'ance" e« This i3 of importance if planned outages
are allowed to wvary v}ithin limits. Generally, the maintenance
planning is done on an annual basis. By getting maintenance,
one purchases a twelve-month smooth operation of the unit.
Fig. 2.1(a) shows that there is a cost associated with maintain-
ing a unit too early. The figure shows that by performing
maintenance f:r;-o early on units one is throwing away rest of . '
12 months operation duration purchased at the time of last
maintenance. Fig. 2.1(b) represents that expected maintenance
costs will r:lée sharply if me;lntenanée is delgyed too long.
This is due to the negligence on the part of maintenance crew
who have to do the maintenance. Fig. 2.1(c) is the sum of the
cogts of (a) and (b). The optimal time to begin maintenance on
this unit is clearly shown in Fig. 2.1(c).

2.2 MATHEMATICAL MODELLING

The probiem of preventive magintenance scheduling in-
volves the determination of timings and sequences of the
ocutages of the generating units over a specified period, such
that a minimum level of specified security is abhieved& and
costs involved are minimised. Here a mathematical model for

*

preventive maintenance is as given .
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Minimise cost of maintenance

1§N Jg'l' Cyq xi:l ses (241)

Where N is the total number of generating units and T is
the total number of planning weeks.

Subject to -
r d <D cer (2.2)
jen 1 4=

where X4 =0 orl . oo (2..3)

here cij are the cost coefficients, di are the
limits on the constraint coefficients.- Variable X; 4 18 equal
to 1 1f maintenance on unit i starts on jth week otherwise
it is zero if maintenance does not start on it. In accordance

with the general accepted terminology its solution vector
is S and is given by = (xll. 1120009-' x21. xzzooco’ x}l’.ﬁl'.&

DATA REQUIREMENT

In order to produce a maintenance scheduling procedure
that results in practically implementable schedules, it is
essential that the numerous amd complex constraints which
limit the choice of scheduling times are incorporated in to
the solution method. Therefore the following data must be

known while considering the maintenance aspects of the units -

(1) Total number of units and capacity of each.
(2) The number and duration of desired maintenance outage

for each unit in the system,
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(3) Earliest avalilable beginning maintenance period and
latest available dbeginning period.

(4) Gross reserve avallable for maintenance purposes in a
particular week. |

(5)  The inhibited period if any, for eech unit during whioch

| maintenance can't be performed. This is to satisfy the

seasonal limitations constraints and it also includes
any firm prescheduled outage date for that unit.

Ag an example congider a simple three unit system main-
tained during a time horizon of four weeks. The unkmowns
asgociated with thié are given in Table 2.2. The varisbles
X 49 assigned to each unit are also given.¥ %X 4 gives main-
tenance of unit i starts in ;)th week.

TABLE 2.2

UNKNOWN ASSOCIATED WITH THE PROBLEM

Unit |Capacity Allowed period Outage duration Associated
. : . weeks variables
1
1 80 1l to 4 2 X0
3
: . X217
2 110 l 0 3 1l X5
3
3 50 2 to 4 2 32
X33
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CORSTRAINTS ON A MAINTENANCE SCHEDULE

Por producing an optimal maintenance schedule, it is
necessary to incorporate numerous and even complex constraints
which 1imit the choice of scheduling algorithm. The fi:g}st of
these constraints is the requirement that the generators must
be overhamled regularly. This ig necessary to keep their
efficiency at a reasonagble level, to keep the incidence of
forced outage low, and to prolong the life of generators.
This periodicity is incorporated by <the constraint that each
unit is maintained once in a year by specifying the maximum
and minimum time the generator may run without maintenance.
This constraint can be written as

iién jgl‘ X4 = 1 eee (24)

A resource constraint is a 1imit on the resourceg
available for maintenance at any given time. Only a limited
number of genérators can be maintained at a time due to

availability of 1limited number of resources.

For example if there is restriction on the percentage
of reserve MW available for maintenance, then we have to see thé
while scheduling maintenance, whether the reserve is available
for maintenance or not. This restriction can be temmed as a

resource constraint and written mathematically as
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Where R is the reserve available for maintenance

urposges and 4, is capacity of 117h genérating uni t.
P 1

A sequence constraint is expressed as unit m must de

taken down exactly k weeks after unit 1 comes dack on line.

i.e. xlj - %ﬂ.dfk‘s 0

In addition to the constraint that only one unit
can be maintained at a time, many other constraint can de

forced on the maintenance scheduling of a unit.

CALCULATIONS OF RESERVE CONSIDERING RANDOM DEMAND AND
GENERATION OUTAGES

The uncertainities in the demand forecast is due to
the factors such as the nature of load, seasonal changes, sotbo-
economic growth rate, model chogen 'to describe the growth rate
etc. The future demand mgy therefore be descrided by an
appropriate probability function f£(D), which defines the
probability distribution of demand over the entire ramge.
If the generating system congists of number of individual
demands, each one i3 governed by a suitable distribution
function, the total demand probability distribution 1is
obtaine.d by the conwolution of the individual density func-
tiong. It is generally assumed thet demand can be defined
by a normal distribution. It is specified in terms of an

expected value D and a variance 6, to represent error in

forecasting. It is given as -
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D= 7 Pe(D)anpd

o = J (0B)% 2(p) av

There are many different types of generators in service
and they are randomly forced off-line because of technica;
reasong. Random outages or availability of a generation is
described Sy a digcerete probability distribution function.
Since a power plant consigts of number of same or different
types of units, the availability of the plant is determined
by the convolution of the distribution function of {ts indi-
vidual units. The totai ingtalled capacity can be described
by a distridbution function £{G) which 1s obtained by convolv-
ing thev distribution functions describing the outputs (;f the
power plant in the system. ILet the power plant output is
described by an equivalent normal distribution with G mean
value and its deviator o6z. The mean value T and the devia-
tions o are daloulated with the help of outage rates of
generating units. These are given by the expression as

follows -

3 = n(l—q) A
0'62 = nq (1-q) A2

Where n = nuwber of identical ‘units
q = outage rate of each generating unit

A = power rating of each unit.
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Sometimes these &wo distributions are unacceptable,
e.g. when loads have a large variance or generating units
are dissimilar. Therefore the data are represented by a
series of discrete vqluea expressed in terms of the"s’é indi-
vidual probabﬂifies of occurence. These are given by the

expression -

m
Mean value = I p
AL B

m
2
Variance =% (% ) p
i=1 i

where x, is the 1% giscrete value having a probability of

occurrence of Py and m 1ig the total number of discrete values.

Reserve is given by the difference between installed
capacity and demand. Since generation and demand are random

variables, therefore, the reserve is also a random variable

having normal distribution with mean value R and deviation oge

These are calculated from the mean value and variance of

demand and generationrespectively, amd are given ag -

= - a'—l“""""
R=G-0D i /2..-2-2J

and o*i::o*o + 0p
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i.e.
N : N
PIE &3 %y S Ra] EoAs N >
W“TF")' ﬁ'—'ﬁ
eee (2.7)
- R
Where o B— | is8 a standard normal variate with a mean of
‘Var Rj '

gero and variance of one. Thus the prodability of realizing

N
L d, X4 smaller than or equal to R;) can be written as

J=1

N (R, - R,)
P|z a x,<$R, | =4 ——-1-——1-}
J=1 1713= 73 &HVar (Ry)

wWhere § represent cumulative distributisn function of the
standard normal distribution evaluatqd at x« If ey denotes
the value oi the standard normal variate at which

‘ ‘(ei) = pi

Then the congtraint in equation (2.7) can be written as

¢
__ﬁi'__l 24 (0_1)
vVar (RJ)

These inequalities will be satisfied only if
R

£ 4 - R
123 1 %3~ %

Var R;]

L S
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CONVERSION OF STOCHASTIC CONSTRAINT IN TO ITS DETERMINISTIC
EQUIVALENT

The consgtraint 2.5 which 1is the resources consgtraint
can be divided in to a set of deterministic and probabilistic

congtraints as follows =

Equation (2.6) is interpreted as constraining the
unconditional probvability to be no smgller than bi.- In other
words therg is a probaebility of bi that R, 18 at least as

large as & 4d where b, 1ies between O and 1. The
9 g 1™y 1

above equation is called Chance Congtraints because they impose
restrinction on probability.

DEVELOPMENT OF DETERMINISTIC EQUIVALENT

Here the equation 2.6 has been charzed in to its detei'-
ministic equivalent with the help of stoohas?ic programming
model. PFor simplicity we assume that random wvariable l~'£J is
normally distributed with kmown mean snd standard deviation.
Let -ﬁd and Var (RJ) denote the mean and variance of normally
distributéd random variable R;]'

N

And T
J=1

d, X4 =0 (say)

Then constraints can be expreassed as P l:ci L RJ:' 2 by
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} . .
or r d, ‘13"33-‘- e; VVar Ej

J=l

In general .we, can write that /

N ,
T 4, x .S. R, + ¢ " aar R " ee e (208)

This means that the probabilistic constraint is enqui-
valent to deterministic linear consgtraint and is given as in

equation (2.8).

2.3 OPTIMISATION TECHNIQUE »

At any time each generating facilities may be either
in operation or under maintenance. The total number of possible
states of generating sgystem ias 2%, ‘Vhere n is glven by the
number of units multiplied by .‘ total plenning period. A simple
exhaustive search method will i-equire scanning of 27 states,
which will nursums lot of time. Henue a better approach is
needed in order to find optimal schedule which not only reduces
the number of states to be enumerated but also increase the

efficiency of the solution.

Here a lexicographic enumeration technique is used for
the solution of maintenance scheduling problem. The prodlem

using this technique can be put ags -
Maximise fo (x) oo (209)

Sub. to - fjlfx) - sz(x) L0() =1,2y000e N)

and size of vector X = (X, Xypseeeee xnt)
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Whe re

1
xi:) = if maintenance on unit 1 starts Jth week]
4]
othexrwisge

Aleo each of the function [t“(x)....f:‘n (x):] to be

monotone nonincreasging in each of the wvarisble. A function

is monotone nonincreasing if
>¥  n(x') < h(x)

In thias technique some rles are used to skip a large

number of non promising solution vectors. They are

Rule 1

It f£(x) £ £, (x) skip to x*
| Where x" be considered
The first solution vector succeeding an arbitrary vector x in

the numerical ordering such that x £ s 3

This means that x { X +1 £ +seeee & x =~ 1

The steps to get x* are as follows -

(1) Subtract one from x to obtain X*- 1.
(2) = logically ‘or' x and x-1 to obtain x* =1.

(3) Add one to x -1 to obtain x*.

For example let x = (00101) in order to get x* we perform
according to above steps as

(1) x -1 = 00100

(11) x* -1 = 00101
(111) =x* = 00110



SET wmALEECerAON VECTOR
-,0) ,AND Z= =00

SET X = [o,o--~—|]

[t e .

.
¥
CALCULATE OBJECTIVE :
FUNCTION Z B g
Z
NO
RULE NO.| YES
CALCULATE x*
SET 1
- 2:=28
»
- NO\XEX!ST ( RULE NO.2 | r
o | CALCULATE X
O e ;
e e e et e e <. e A - + = e e ey %
SETX= X 5
c CALCULATE o
= FreFir(XN-ri2 (X} |
t "_‘j
| 3
I
ANY Fi>0 |
" ) |
SETX X+ e
| sETxexer -
|
- - ek

G.2 ) PREVENTIVE MAINTENANCE SCHEDULING USING
LEXICOGRAPHIC ENUMEBATION TECHNIQUE
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Jugtification - Becausge f, 1s monotone nonincree'asing none

of the vectors x+l1, x#2.... can be more costly then x.
Rule 2 - If x is a féasible solution skip to x*

Jugtificationi=-
Same as above.
Rule 3 i~ If £y,(x™1) - £,,(x) 2 0 skip to x*

Justification ‘- With regpect to vectors in the interval
[x, x*—-l] ’ x’~1 minimise f;jl and x maximi ge sz(x) due to

monotonically non-increasing property. Henceg!_ if this ig the
case that fdl(x*-]_.) - tja(x) > 0, there will be no vector x'
in the interval such that

'fjl(x') - 2 (x') L0

The above ruleg form the bagis for the development of
lexicographic enumeration Techniguz. Th!lg algorithm describe
ag given and flow chart of it is given in Fig.2.2.

2¢3+1. Lexicographic Enumeration Algorithm

e ‘
Step1: If x = [f'o'"" o] 18 feasible to (&) it is also
optimal otherwige let x = [0,0..... 1| and £ (posasibly =) be
the beat lower bound on £,( x). Go to step 2.

Step 2 ¢ If £.(x) X £ go to step 5 otherwise go to step 3.
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Step 3 1 If x 1s feasible to (2.9) let £ = £(x) and go to step 5
otherwise go to gtép 4.

Step 4 * If x* exist and for some J
*

Otherwise if x = [1,0+e- 1:] go to step 6
It x e [:_1,1,.....1:‘ let x be the vector satisfying
p (x) = p(x) 41, but x = x and go to step 2.

Step 5 * If x* does not exist go to step 6. Otherwise
let x = x* and go to step 2.

Step 6 : Terminate if f = (-«) has no feasible solution.
Otherwise the solution that yield 3 is optimal.

2.4 EXAMPLES

A simple three unit example as given in Table 2.2
is solved to show the sctual operation of scheduling technique.
The objective function choosen is that of minimum Latenesas
panslty schedule. Now’ as there 18 element of uncertainity asso-
ciated wifh the reserve avajilagble for maintenance purposes due
to error in demand forecast and random failure of generating
units. The reserve availeble for miintenance purposes is given
in Table 2.4.

TABLE 2.4
week No. Mean value of Reserve Variance
Ist 150 20
IInd 170 25
IIIrxd 180 16

Ivth 120 16
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Now as given in (2.5) along with the equation (2.7)

the resources constraint can be written as

N
P[li:di Xy S Ry| 2 .99

al‘
L
: N
Where .99 is the probibility that £ di X § lesser this RJ.
i=l

Therefore these constraint along with objective function is

written as

Minimise
& =Xp +2 X3 +Xo +2 X3 + Xy + X3y

Subject to * (1) Each unit must be maintained once.

.0 xll 1-1'12 *15.3 =1

X1 ¢+ X%p tX3 =1

X3z * %33 =1
Sequencing Constraint ¢ Maintenance on 3rd unit begins
immediately after maintenance_ on Ist is completed.

i.e.

Xp1 = X33 =0
X2 = %33 =0
o =0

 Resourcea Constraint * KNow the value of standard normal variable
at \,_vlhich probability is .99 is 2.33. Therefore these constraints

are written gg
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80 3, +110 Xy; £ 150 + 2433 Y20

= 162 08

80 X3 + 110 X35 + 50 X33 £ 180 #16 .233= 189.32

80 X5 + 50 X33 £ 120 + 2.33 V16

a 129.32

Now for use of lexicographic enumeration technique

these must be monotically non increasing. Therefore the above

stated problem can be written as

Maximise &

7 =-xp = 243 = X = 2Xy3 = Xyp = X5

Subject to

-(-x3 = X3 = X5 +1) =0
~(xp)Ryp-Ty3 +1) =0
(%35 = X5 +1) =0
-(-80x))-110x,7 +162:8) ¢ =0

~(=80x 5 =110x,,-50%5, & 181.65) £ 0

- =(-80x) 5 -110%,3-50%354189.32) < 0

~(-80x 5 = 50235 +129.32) £0
and -X3p = ("1'21) L0 (
-X33 = ("‘322) L0
- ("123 ).<. 0

(1)
(2)
03)
(4)
(5)
(6)

(7)

(8)

(9)
(10)

The solution of above problem using lexicographic

enumberation technique is given in Table No.2.5.

The
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optimal solution found is
T =X =Xp =1
and Xy =Xy =Xy 2 Xgz =Xy =0
i.e. the maintenance on Ist unit begins in 2nd week,

gecond on first and third on 2nd and corresponding the maximum
value of objective function 15 & = =1,

The more constraints can be added in the above stated
exanple, oné of the important conatraint is that maintenance
can't start simultaneously on all units, We can write this

constraint as

~(-xmy =X +1) L0 (11)

~(=xp = Xy = Xgy +1) £ O (12)

The optimal solution of this usging the lexieograph;c
technique is given in Table Ko.2.6. In this there are
only two feasidble agcheduled which are aglso optimal and is
- glven by -

(1) ;) =1 %y =1, %3 =1
That is maintenance on Ist, 2nd and 3rd unit is started
in Ist, 2nd and 3rd week respectively.

(11) X3y =1, Xy =1 and‘x,g =1
i.e. maintenence on Ist unit begin in third week, 2nd
on Ist gnd on third it begin in 2nd week.



CHAPTER - 111

GENERATOR MAINTENANCE SCHEDULING USING IEVELIZED RISK
CRITERIA

INTRODUCTION

In generator maintenance scheduling problemg, the
most important objective is to maximise gystem weliability
throughout the year. There are sveral types of objective
criterion uged to fulfil <the above requirement. One of them
is based on the assumption that reliability of the system is
maximised if the reserve ia levelised throughout the year.
Second is that the levelization of risk also increases the
reliability of the system. lLevelization of risk over the
entire scheduling period is done by computing the effective
capability of generating units.

Also in generator maintenance scheduling problems, it
is highly convenient for the maintenance scheduler to select
as far as possible, the most efficient algorithm to suit the
particular needs of a given generator maintenance scheduling
'problems- Here g new algorithm is developed which exploit the
specialigzed structure of the problem. Mrst the algorithm for
maintenance scheduling is developed it is then utiliged in the

problems of reserve and risk levelization.

3+1 OPTIMIZATION TECHNIQUE THEORY

From the mathematical modglling of preventive main-
tenance scheduling problem developed in equationsa 2.4 to 2
2.6 has a specialized form. It is signified by the constraint
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that each unit must be maintained once during the allowed
period which form a part of the constrained set. That is

68 ger 33 71 (3:1)

'Stated in wards equation (3.1) says that summation of
all the variasbles corresponding to each stage is unity. Thus in
any enun%?ated solution vector only one variéble for each stage
will be unity and all the remaining will be zero. Even if the
requirement of maintaining a unit is twice such a requirement
is modelled by replacing the single unit dy two equivalent
units of the same capacity and maintenance ‘is seperated by a -
fixed time horizon. Therefore, by using this property large
number of infeasible solutions are never generated end the
direct search optimisation technique should be in a position
to generate the remaining set of non-redundant solution

vectors.

Now any solution vector'Q is composed of N independent
subvectors, where N is the number of stages in the problem.
Each subvector further consist of J, variables where j = (1,2,..7)

th subset. The

is the number of variables or components in i
subscripts of x gives the number of subvector (1=1,2,..« W)

and J =1,2,+000 T gives the number of variables in any subget.

Now if there are j componenta in gth subget, then these
correspond to J locations which are to be occupied as by a
obJects. Then the number of ways in which ay objects are

occupied at j, locations without repetition is termed as
permutation and is given dy
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o | | 34
aipji =
|Ji- 31

. Therefore for N subvectors the number of possible sgolu=-

tion vector S is given by as follows «

a
=

Now here each variable in 1™ gubget 1a unity f.e¢ & = gyeesgy=l

Therefore total no.of solution vector S is given by
K

S = 31 X 32.0'01 jn 215 Ji where j =(1,2,...T)

3¢l¢l. Development of Direct Search Optimisation Procedure

Now it is degirable that for the generation of solu-
tion vectors some systematic technique should be adopted so
as to give the total number of solution vectors in a systematic
way. PFor this an efficient technique is developed and is given
below - |

Let us consider that there are N sudbvectors and esch

th

“subvectors has j variable e.g. XH .danotes: thery " sudbvector

L)

having j v ariablesy Now the initiul sodution vector S has

its right most element as unity in eagh subvectors and all
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other elements are zero. Thig serves as the reference point
for generating further solutionsa. Now keeping right hand side
elements up to 11_1’3 as unity, shift the unity entry of ith
subvector one position towards left hand side such that

now. xi,J-l has a unity entry in 1“‘ subvector at (;]--1)th place
and all other are seroc in it. This gives the 2nd possidle solu-
tion vector. Thus keeping.xi_l' j unity element at theif origi-
nal places, shift systematically the unity element of 1”‘
aﬁbvector towards left hand side, till it occupies X9 position
in 1% qupset.

After this the unit element of X1, Shifts towards
left hand side as that it now occupies X1, -1 position end
‘unit element in the 1th subvector goes to its original place
i.6. at extreme right hand side. Again shift systematically
the unit element of 1™ subvector toward 1eft hana side.
Repeat the whole process until unit element of i-]1 and i
subvector occupieg the X-1,1 and x,, position respectively.
Now when this condition is reached the unit element of X 2,3
is shifted one position toward left snd X.1,1 and i, to their
original positions. In this way the whole procedure is repeat-
6d until unit element in every sudbvectors occupies the extreme
left hand position. Tus in this way we get all the possible
solution vectors having unit element in each subvectors. By
‘using thé above propoged technique a large number of infeasi-

QV\B'MU*&H"Y\
ble solution vectors are removed in the .suneiation proceas.
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3.1.2. Algorithm

The complete algorithm for maintenance sbheduling is
explained as follows -

(1) Read system Parameters -~ Cost coefficients, congtraints
and 1imits imposed on them.

(2) Initialize solution vector such that the extreme right
hand side element of each subvector is unit ahd all

others are zero.

In this case A =1 and Z = «, where A is the number
of solution vector and 2 is the objective function
to be optimised. |

(3)  Calculate objective function ZB and check if it is
lesser than 2. If Yes go to Step 4. Otherxrwige move
to Step 6.

(4) Search for a feagsible solution. If it does not exist
go to Step 6 otherwiss to Step 5.

(5) Set 2 = ZB minimum and move to Step 6.

(6) Generate solution vectors by the procedure explained
already. If oveeflow occur stop, otherwise go to
Step 3.

The complete procedure for the diréet search optimi-
gsation technique i1s given in Fig. 3.1. Usaing this procedure
the example ( Firu+ ) of Chapter II is éolved and is given
in Table 3.1. Here total number of possidble solution vectors
are given by

_

JU =3 x3x2 =18

J=l




SOLUTION O™ EXAMPLE 2 M@USING DIRFCT SFARCH OPTIMISATION TECHYINUR

SMo. x3y x4, Xy3 Xy Xpp Xpz Xgp Xps Remarks

1 6 o0 1+ 0 0 1 0 1 Constraints not satisfied

2 O 0 1 0 o0 1 1 0 Constraints are @\«Meé‘-ﬂé

3 © 0 1 0 1 0 0 1 ’Ferstble”?-"

4 o o0 1 0 1 O 1 0  Constraints not satisfied

5 0 o 1 1 0 © 0 1 Constraints not satisfied

6 0o 0 1 0 © 1 0  Feasible 72 = 2

7 0 1 0 O o 1 0 1 Infeagible emstraints
vinlated

8 0 1 0 0 0 1 1 0 Infeasible constraints
violated

9 0 1 0 O 1 0 o 1 Constraints are violated

10 0 1 0 O 1 0 1 0 Constraints are violated

1 0 T 0 1 0 0 0 1 Constraints are violated

12 0 1 0 1 0 © T 0 Solution isfrasible '

13 1 0 0 0 0 1 0 0 Solution is infeasible

4 1 0 0 0 0 1 1 0 Solution 1s'fensible

15 1 0 0 O 1 0 o 1 Peagible 7 = 2

16 1 0 0 o 1 0 1 0 Infeasidble

17 1 0 0 1 0 0 o 1 Constraints violated

8 1 0 0 1 0 0 1 0

Constraints are violated
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Therefore the optimal solution found is seme as in
example 2.1, also the totel number of solution vectors skipped

here are more than that in previous method. Thus this technique

. increases the efficiency of direct search optimisation.

3.1.3. Advantages _
The optimisation technique developed above has the
following advantages -

(1) Here every move is in forward direction and mo back-
_ tracking is required. |

(2) A large number of solution vectors which do not satisfy
the prodlem format are never generated.

(3) It not only gives optimal solutibn but also the set of
all feasidle schedules available.

(4) Since the constraint that each unit should be maintained
once is satiasfied the total number of solution vectors

are reduced greatly.

Using the above technigque the problem of levelization
of reserve end risk is solved. The complete procedure for it

is described in the succeeding section.

3.2. RESERVE LEVELIZING

In levelling the reservé the bagic agsumption is that
it will maximise system rolisbility. Reserve levelizing
prevent large variations in reserve peruitted. This varig-
tion occurs when the systems minimum reserve determined by one
interval is different from the other. Thus the objective here
is to maximise the single variable, which in thig case is
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the minimum net reserve for all time periods. Intuitively the
larger the minimum net reserve, the greater the system relia-

bility. The problem of reserve leveliging can be written as

. Maximise Min (R :j = 1.2,0000 T)

T
or Minimige ) (R )2 e (301)
=l
N
Where Rjas-LJ-iﬂ ¢y xij

Where RJ = Reserve available for maintenance at ;jth time period.
S = gross gystem capacity
C; = Reserve loss due to maintenence activity i

5

pj = Predicted peak load for interval J.

Algo there are some periods during the year when the
load can be predicted more accurately than in others. It
would be desirable to perform more maintenance in periods of
accurate prediction so as to avoid the possibility of large
load variations at other times reducing the effective regerve.
Thus in 3.1, it would be best to use a value of predicted
load which has a constant probability of exceeding the actual
load, i.e. L 13 defined such that the probability

[J JJ > .99 for each interval, Where I’;) is the getual

load for interval j. This is again converted in to its
determinigtic equivalent by using chance constrained progremm-
ing as already described in the previcus chepter. Thug the

problem of reserve levelizing reduces to minimization of

}
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. 2 N 2

. ' < 2,060 N)o It leagdis to the
greatest possible amount of malntenance schedule, as any extra

maintenance will inerease the sum of the squares of the reserve.
3.2.1. Sample Application

The system consists of three units each having cape-
city of 50, 20 and 10 MW regpectively. Maximum predicted load
for each interval is 10, 20 and 55 MW with variance 5, 5, and 10

respectively. The constraint on the maintenance schedule is

(1) There must be exactly one maintenance done on each
unit in the given method.

(2) The load mugt aiways be met, i.e. -ve reserve is not
allowed.

Now converting the probabilistic congtraint in to its
deterministic equivalent the velues of 1,, L, and I-3 comeg
respectively by using equation 2.8 as

1, =10 +2.33 V5 e 15.2100
102 = 20 + 2.33 V5 = 25.2100
1‘3 = 55 ¢ 233 VIO = 62036

So in the 1light of above constraint and cost functions
the prodblem is formulated as
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Minimise (64.79 - 50 X - 20 Xy = 10 1:51)2 + (54.79-50 x12-20x2:

=10 x32)2 +(17.64 - 50 X3 - 20 X3 = 12 x”)z

Sub. to -
BV TIAE I (1)
X * %y +X3 =1 (2)
X5) ¢ %p +Tg3 =1 - B
90 X)1+20 Xy + 10 Xzp £ 64.79 (4)
50 Xy +20 Xyo+ 10 %gpl 54479 (5)
50 X5 + 20%y3 + 10Xy § 17,64 (6)

The problem is solved using the direct search optimi-
“YalsAe
sation technique and its solution is given in Cheart No. 3.2

The optimal value for maintenance echeduling is as %y = l,
X2 =1, ¥p = 1. ‘ |

X2 = %3 =X = X3 2 X3y = Xgz =0
3.3 RISK IEVELIZING |

The risk levelizing approach seeks to levelige risk.
The risk levelizing approach is better than the reserve
levelizing approach due to its more sccurate treatment towards
the objectivess In fact the reserve levelizing is seme as
the risk lev-elizing provided capacity forced outage probabi=-
lities are linearly related to capacity forced outage magni-
tudes. The loss of load probability méthod ig used to compute
the risks, which is used to calculate the effective load carry-

ing capability of genmerating units, i.e. the load ear» that the
unit may carry within the designated relisbility. The effective
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capacity of a unit is“function of the generator 'forced outage

rates as well as the reliability characteristic of the system.

The procedure adopted in calculating the effective
capability of generating units is given below -

(1) Capacity Outage Probability Table

The first requirement in the process of calculating
each unit effective capability is to built a capacity outage
provability table. The capacity outage probability table
gives the probability of having a certein number of megawatts
or more on forced outage. In this_each unit is agsumed to be
connected in parallel and merged in to one another to pemmit
the development of a capacity outage table. vThus there are
total 2’1l possible gtates in capacity outagé table where n
is the total number of unitse. |

Example -
Congider a power system having the following generating

units and the forced outage rates as given in Table 3.2.

TABLE 3.3

v

Capacity Force Outage Probability Success Probability

100 0.1 049
70 0.05 0.95
50 ~ 0.09 0.91
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Prom these availgbility and outage rates Table 3.4 is

obtained as given

TABLE 3.4

‘State Outage Probability of Outage Cumul:;ig:tngability
1 0 0.77805 1.00

2 50 0407695 0.22195

3 70 0.04095 0.14500

4 100 0408645 0.10405

5 120 " 0.00405 0.01760

6 150 0.00855 0.01355

7 170 0.00455 0400500

8 220 0.00045 0.00045

It gives the probability of outage of certain MW
or £ more on forced outage. Thug for exemple probability of
outage of 100 MW or more is .10405. Similarly for other states
also the probability of outage can be found.

(11) Estimating System Characteristic

Next step requires the calculations of system
characteristic m. It lis defined as the megawatt variation
in capacity outage that will increasd the probability dy a
multiple of 2.718. The general expression to calculate m
is given in Appendix I. To calculate system characteristic
graphicsally a straight line is drawn on the semi-log plot
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of capacity outage versus the cumulative probabdbility of
outage. The straight line is generallyrdrawn between the 0.1
probability level and .1/260 level. These are selected on
assuming that there are at the most 260 week days peak loads.
However any level of risk could be substituted if desired and
the two points adjusted eccordingly. Thus from the semilog
plot as shown in Fig. 3.2, the value of m given according to
Appendix I is

m = 28 In -1/035 2 26-67 MW
(11i) Calculating Effective Capability

Effective capability of a unit ﬁiay be egtimated once
the characteristic m is determined. The anelytical treagtment
for estimating the effective load carrying c’apability of
genegating units is given in Appendix II. According to it
the effective capability is given as

c* 2 C~mIn [(l-r) +r ec/mJ _

Wherev
C* = effective capability of unit
C = actugl unit rating
r = forced outage rate of generating unit
m = megewatt of reserve decregse that will increase

the risk 2.718 times.

Thus effective load carrying capabilities of the

three units found dby using above equation are as given in
Table 3.5.



41

TABLE 3.5

No. RatingMW PForced Outage Rate Effective Capability

1 100 0.1 56 424

2 70 0.05 . 56.80
3 50 0.09 38.25

From above teble it 183 clear that removal of any unit
for maintenance (for example 100 MW unit) hag an effect on
risk equivalent to increasing the load equal to effective
load carrying capability (56.24 MW) of that unit.

(iv) Adjusting Maintenance Schedules

Once \the effective load carrying capabilities of
generating units are found with the help of data available
the objective of maximising system reliability while schedul-
ing maintenance is done by levelliﬁg the risk. Here these
capacities are subgtituted for actual capacities and the
method proceeds i{n exactly the game manner as in leveliging
reserve technique. Thus here the objective function is

expresased as

Levelize R, [3 a1y 200000 'n]

Whe re
N

/
RJaS'-L.J-i}ilCixij
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whéré I'e;j = equivz‘alent load for the intervel j which has
the same risk as the actual load. This is introduced because
of the fact that two peak loads in different intervals might
‘have different variation in the load level and thus have

}

different risks. '

The equivalent load is calculated by calculating the
risk agsociated with each of daily péak loads. Then it is
averaged. This average rigk is used to compute equivalent

rigk as -

I’e;] = Largest 1load + m (In Average Risk)

Also ¢! 4 = effective load carrying capsbility of unit i.
| S' = effective capacity of the gystem
O’i and S§' are calculated taking into account the

forced outage rates.
The levelling objective c¢an be expressed as

Maximize min R'J’ J = 1,2..0.00 T]

or

T 2
Minimigse £ (R J)
i=l

7T
Subo tO Jil ai xid _<- bi [:i = 1.2'0000 N]

Now here the constraints are game as in the reaervef
1eveli'z1ng problem. It algo include en additional constraint
that during a particular interval maintenance can started
over any one unit only. Also the equivalent loads during

each interval is given as 70, 100 end 80 MW respectively.
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So in the light of above conagtraints the problem
is formlaeted as -~

Minimise
(82.29 = 56.24 X, = 56+80 Xy - 39.25 x5)°

K(52.29-56.24 x,5-5680 xp5=39:25 X35)? H72.29-56.24 x5

~56.80 xy5 = 39:25 Xz3)

Sub., to =~
my +7p ¢y =l (1)
Xp) +Xp + X3 =1 (2)
X33 ¢+ Xy + X3 =1 (3)

56424 X,q 456480 Xy 439.25 %y £ 82,29  (4)
56424 X, 45680 Xy5439.25 X3y £ 52029 (5)

o o v o3 o
Tp * X2 +%p =1 (8)
X)3 + X3 ¢+ Xp3 =1 (9)

Here only two feasible solution are found and optimal
solution is as given in Table 3.6. According to that the

poasible levelization of risk is done when

X3 = %) 3 Xgg = 1 and all other are zero.



CHAPTER - IV

GENERATOR MAINTENANCE SCHEDULING USING FREQUENCY
AND DURATION CRITERIA

INTRODUCTION

There are at present several methods for calculating
the reliability of generating units. The standard frequency
and duration technique would be particularly helpful when a
reliability assessment has to be carr;!.ed out for power systems,
ag in the éase of scheduling generator maintenancg that mini-
mize risk for the system. 1In such cases the risk resulting
from every plausible maintenance schemes must be evaluated

before making a choice.

The standard frequency and duration method can be
tedious due to the large number of calculationsg involved.
Here a new and efficient algorithm that minimises the risk
ig uged for generator maintenance scheduling problems. For
thias first, en approximate frequency and duration technique
is presented. This rounds many states of genei'ating system
model, thus avoiding full scale mathematical optimisation
whiceh is very tedious and time con'smming for large number
of generating units. After this the load model 'is used and
combined with generating system model to compute margin states,
availaebilities and risk indices. Then the proposed generator

maintenance scheduling technique is outlined and assesed.
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4.1 GENERATING SYSTEM MODEL

In modelling the generating system, <the units are
agsumed to be connected in parallel. Each unit is defined by
a given maximum capability, mean up-time and mean down-time,
enabling to calculate the availabilities of any state, or the
combinations of states which are of interest. Bach unit, in
turn, may be merged into a generation system model to permit
the development of a capacity model. Thig model is characteriz-
ed by the exigtence of various amounfs of capacity available and
the sgtationary probabilities. The agvailgbilities, failure
rates and repair rates are related with mean up~time and down-

time by the relations given below -
m =1/A mean up time (days)
r = 1/u mean down time or repair time (days)
Availability = A = m/(m+r)
| Where X and m are failure and repair rate per unit time.
Congider a set of three generating units in parallel.

Therefore total possible atates are 23, The desgcription of
these eight states i3 given in Table 4.1.

Where A + i = rate of transition out of a given capacity
state 1 to one where more capacity is available.
A -1 = rate of transition in downward direction of
state 1.
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TABIE 4.1

POSSIBIE STATES OF THREE REPAIRABIE GENZWRATORS IN PARALLEL

+ State No. 6, G, Gy Rate of Departure

R | L Y ]
1 Up Up Up X1&233 0
2 Up Up Down 1\ +}, Uy
3 Up Down Up Xl 4»)\3 Y,
4 . Up Down Down N LR
5 down Up TUp Ny +hy u
6 Down Up Down 1\, Uy + g
7 Down Down Up X3 Uy +m,
8 Down Down Down 0 U tuy + Uy
Exanple

The complete data for three generating units in

parallel is given in Table 4.2,
TABLE 4.2

DESCRIPTION OF THE PROBLEM

Unit ©No.of Capacity

Mean time Maintenance data

days
crews Up Down Duration Earliest Latest poss
weeks starting ble startin
week week |
l 1 30 99 1.0 4 15 26
2 1 50 98.5 1.5 3 13 26
3 2 35 99.0 7.0 4 7 13
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Vierh
Therefore from here we find that the Generators 01, G, and

03 have the following characteristics -

Xl - 1/99 rer day
A\, =1/98.5 per day
A3y =1/99 per day

}11 = 1.0 perxr GQY, Mz =

Avallability of On State

pl = 0099

p3 = 0099

= 0.01010) per day
= 0.010152 per day
= 0.010101 per day

«66666 per dav.m3 = 1.0 per day

Avallability of Off State

ql = 0-01
Q2 o2 00015

q3 = 0.01

If in the construction of exact capacity staté availability

table, identical capacity states exists then the only way that

a sygtem can transit at any instant of time from one capacity

- state to another with the game available capacity is that one

generator is repaired and another becoming feulty at the same

instant. Thus from the availaebility, mean up~-time and mean

down-time Table 4.3 which gives capacity state model is obtained.

TABIE = 4.3

CAPACITY STATE MOIEL

State Capacity Availability

Cumulative A A
Avallability 20w up

No.

3 133 - 8:3844s
3 80 0.00975
4 65 0.0147
5 50 9.000098
6 35 0.000148
7 30 0.000148
8 0 0.0000015

5:8%  3:938%%. 9

0.02485 0.0202 .66666
0.0151" 0.0101  1.66666
0.0004  0.020242 1
0.000302 0.010142 2
0.000154 0.0101  1.66666
0.000006 © 2.66666
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Rounding Technique

For number of units, the number of existing capacity
states is 2“- If this is combined with load model to get
capacity reserve model, the ealculations become complicated

and require too much time.

The basic concepts of rounding technique is to choose
in advance a step length (in megawatts) that will predetermine
the number of capacity states, and hence the size of the tabdle
and the value of each state. However, in this case, a capacity
state created by a unit or combination of units may not corres-
pond to any of the predetermined round states. Herethe avai-
lability and rate of departure must be split between the two

rounded states immediately adjacent to the exact state.

Ag for exazmple consider the state 1 in capacity
table model (capacity C;, Availability A, rate of departure
A +1 end ) -1). Assume that C, is not epual to any of the
rounded state. Let the two rounded states adjacrent to Ci be
C, and G, such that Cm > Ci > cn. The rounding process is
illustrated in Fig. 4.1.

The availability Ai is split proportionally to the
numerical difference between Ci and Cm and between ci and Cn

as given -
Cc, - C
i
AmiaAixU'—EEm- .
C -C
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Although state i is split but the combination of

units by which it was created is not altered, that is, the

rates of departure remains same. Now the identical capacity

states are combined and the capacity, availability and rate

of departure are given as -

(1)

(2)

(3)

Capacity

(:p = cm, cq = cn
Availebilities

Ay = Ay +hpg 0 Ay =Ap ¢ Ay
Rate of Departure

P =-.'fsl.!)\ +0 Ay N+

Ap \emm » Ay V-1

1 \ep
A A
ALV +A .24 AL X=n + A=t
X + q =.!1 nl X-q = I " Aﬂi
A A
qQ q

The size of cumulative capacity state model is reduced

greatly with the help of above described equations. Therefore

by applying the rounding t8chnique to the cumulative capecity

state model of Table 4.3, the solution given in Table 4.4 is

found and is given as -

TABIE - 4.4
CUMULATIVE CAPACITY STATE MOIEL

State No. Capacity MW Aveilability Cumulative X A

Availability UP  dowm

E AN . I

115 00972225 1000 " O 003022
1 65 0.027375 0.27775 1.2729 ' .07230
50 0.0002898 0.0004 1.560%8 .013%59

0o 0.0001048 0.00011021.82219 .010042




4.2 IOAD MODELLING

For measuring the reiiability of the system, genera~
tion capacity model alone i3 not sufficient as it only measures
tﬁé reliability of generating system. It would seem that a
more adequate measure would be one that incorporates a cri-
terion of the expected load pattern. The reliability model
used for maintenance purposes must incorporate the calcula-
tions of availability of cumulative capacity resdrve margin
states. The system model gives whether the generating capacity
or load is in excess or not during a particular period. It
also glves the probability of existence of reserve margin

~and its frequency.

For this a load model is used. This model represents
the daily load cycle ag a sequence of peak loads Li, each of
a mean duration of e day interspread with peridd averaging
(1-e) day of a fixed, light load. The load model is baged on

following assumptionsg -

(1) Daily loads in a period will be represented by a get
of N load levels.

(2) The load model is assumed gtatistically independent.

(3) Load gtate transition occurs independently of

generation state transition.

(4) The mean duration of peak loads is the fraction of
a dWo
(5) The sequence of dally peak loed is a random sequence

of N load levels.
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These assumptions allow the construction of a loéd
model. Now calculating the availability of the particular
peak load level I‘i in the interval D days long is given by

Ay = e ni/D

Where e is the freetion of a day on average having
this peak load level and n; is the expected number of occu-
rrences of I, in days. The mean duration of load level I, is
e day.

To illustrate the procedure from the graph of load
characteristics during a period of 15 to 18th week, peak
loads of 58, 57 and 48 MW are expected to occur 7th. 70 ona
14th day respectively. The duration e of each peak load is
1/3 day. Now here the interpal length is 28 days. Using the
assunmptions given above the results are presented end are

given in table No.4.5.

TABLE - 4.5

LOAD MOTIEL
Interwal Length D = 365 days Expoaure Factor e = 1/3 day
State load I, Occurence Availability Departure rates
No. (MW) n,(days) A,=n, e/D X X downal/e

h & i74 up

1l 58 7 0.0063926 0 3
2 57 7 0.0063%926 0 3

4 48 14 0.012785 0 3
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It is desired to solve the reliasbility of combined
system consisting of generation and load model. Both of these
are assumed statistically independent and combined into a
single system. Reserve or margin is the difference between
the available capacity and load. That is we can say that a
margin gtate my, is the combination of load state Li end cape-

city state CJ i.e.

In oxder to calculate data on a cumulative margin
basis, it also requires the eem calculation of rate of depar-
ture from m, to larger end smaller margin states. Now the rate
of transfer from a given margin state to one where larger margin
is available, is equal to the rate of transfer upward in capa-
city plus the rate of transfer downward in load.

k__k = X_o #’\ +L

Also the availability of the margin stgtes is given by

Combined, they yield the occurrence frequency of these
exect gstates and is given by

fe = A (g +20y)

Thus on combining the load model and generating system

model we get the margin availaebility table. FProm this the

probability of failure to supply loed, that ig, aystem have
a negative regerve is given by the sum of the availabilities
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of these states in the margin-availability table that has
a negative reserve margin and thig serves the purpose of risk
involves while optimising maintenance scheduling of generating
units.

4.37 MAINTENANCE SCHEDULING TECHNIQUE

This technique is based on the calculation of all
alternative schedules, discarding thoge that violate the cons=
traints, and to select the minimum risk schedule from the
remaining set of feasible schedules. Its basie concept is
to arrange units or group of units gerviced by the asame crew
in increasing order of flexibility in maintenance scheduling
problem. Mug in this wey, the units that are more difficult
to schedule are considered first. This is due to the fact
that they need ionger maintenance and/or because they have
a larger capacity, causing in ;é increasing the gystem risk

when they are on outage.

Data Reqixirement
~ Pollowing data is necessary to tackle the required
maintenance scheduling problem of generating units

(1) Characteristic of each generating unit - Capacity,
mean up time and mean down time.

(2) The number and duration of désired maintenance outage.

(3) The crew assigned to each unit. |

(4)  The inhibited period, if any, for each unit during

which maintenance can't be performed.

(5) The peak load with expected duration of it.
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A1l these are given in Table 4.2 and load data is
‘given in Fig. 4.2. These are sufficient for optimising the
maintenance scheduling algorithm with the desired risk level.

4.3.1. ALGORITHM

(1) Choose the required criterion for ordering of generat-
ing units in decreasing difficulty of scheduling. The
scheme uged here is to order the crews in decreasing
(total capacity allocated to them x total duration of
maintenance) and then order the units within each of

them in decreasing (capacity x duration of maintenunce).

(2) Calculate the generating system model using the round-
ing technique.

(3) Consider each unit in turn from the priority list
estlablished in (1) and perform steps 4 to 7.

(4) Establish which dates are possible for maintenance of
that unit; For each of the possible starting dates,
perform step 5. However if all possible dates ave
eliminated in the process, the algorithm is to be
moved backward one unit, rescheduling it to the date
corresponding to the next risk index-on the 1ist
established in step 6 and then process ias continued
from step 6 onward.

(5) Determine the weeks during which the unit will be out
of service if maintenance starts on the date being
considered in this step. For each of thege weeks do
the following



(1)

(14)

(111)

(6)

(7)

(8)

55

Modify the generation model caloulated in step 2,

to take in to account the withdrawal of thig unit and
any other prescheduled unit from service. Uge the
efficient algorithm described in Appendix III.
Calculate the load model for the week in question
from the load data.

From the cumulative generation and exact load models
of (1) and (1i) calculate first -ve cumulative margin
value end calculate its corresponding availability or

frequency.

Repeat (1), (ii) and (i1i1) for all weeks during which
the unit is assumed out of gervice and evaluate the
risk index R by summing all the rigk indices found in
(1i11). In this either frequency or availability may be
chogsen ag risk index. '
Repeat step 5 for each possidle starting dates and
average all risk indices R in increasing order. The

first one of the list is now chosen.

Select the gtarting date corresponding to the risk

index chosen in 6 as the firm gtarting date for the
unit bveing congidered and congider the maintenance to
be firmly scheduled for that unit.

Repeat step 3 to 7 until all units that are to bve

calculated for maintenance aré congidered.

The above algorithm used to solve example sgtated in

table 4.2 is as shown.
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Here according to step (1) crees are arranged in
decreasing order of (total capacity x duration) and units
are arranged in decreasing order of (capacity x duration).

Praceeding in this way we get the Tal)lo 4.6 as followg -

TABIE 4.6

Crew Capacity of Unit Duration Earliest possi- latest
ble starting Starting

date date
(Weeks) (weeks) (Weeks)
1 (1) 30 Mw 4 . 15 26
(11) 50 My 2 13 26
2 (111) 35 Mw 4 7 13

Now according to prio'rity 1list chooge 30 MW unit Ist,
as system risk is effected maximum by it, then 50 MW and 35 MW
respectively. Step 2 1s elready performed and the calculated
generating system model is given in Table 4.4. Now unit having
capacity 30 MW is chogsen and its maintenance can be started
between 15th to 26th week and maintenance interval is four
weeks. Then for taking 30 MW unit from the generating syatem
we have to modify the generating system model. Thug according
to Appendix 3 the availability of 65 and 50 MW is to be modified
as

6526 -G
Where Gy = 50 MW, 0, = 65MW G =30 MV

. The new value of
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o A? - At A )
RO Sl {14! and Al - o2 (1-hy) NEY
. o 1"'A
. . A'1 = Ai - [AJ-A'i(l-AkJ —;;k eoe (11)

Once A'i‘ie calculated the valile of A'J ias easily

found.
Now here the value of A, = 0.000154
Ay = 0.027775 and Ay = 0.0004
Substitixting these values in (ii) and (1) we get
A'y =0.00039578 and A'y = 0028317

agsee
Thus the moAified generating table model after with-

drawl of 30 MW unit ig as given in Table 4.7.

TABIE -~ 4.7
State No. Capacity Cumul ative - Availability
1l 115 , 1.00
2 65 0.0003956
3 50 0.028317
4 0 0.0001102

Now the loed model for 15th to 19th week is already
calculated and i8 given in Table No.4.5.

Then cumulative generation and exact load models are
combined together to give a single system. The data in the
table include all combinations of load, capacity, margin in
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megawatts and availability. Now the risk involved or total
probability of failure is the sum of the availabilities of
those states which have~- ~ve reserve margin. Thug here the
calculated risk gives the probabhlity of failure if the

maintenance is performed between 15th to 18th week. The

‘complete procedure to calculate risk is given in Table 4.8.

Now from t#€ Table 4.8 the calculated risk R is
given by the sum of the gvailabilities having -ve reserve
margin. Therefore R = Risk = 0.00018101 + 0.00018101 +
0.00000070446 + 0.00000070446 = 0.00036483. s risk 1¢
meintenance of 30 MW performed between 15th to 18th week

is 0000036483 )

Similarly if maintenance starts on 16th week we get
that the risk involved is same as above 1.e. 0.00036483. But
if it starts on 17th week risk R = 0.0000028178 and if it
starts on 18th week R = 0.00018541. Similarly calculating
thege values up to 26th week and on arranging the risk in
increasing order we get the Table No. 4.9

TABIE = 4.9
Maintenance Maintenance
S81.Noe georting weele ‘08K  SeNOe  gpoting week | [OOK
1 17th 0000028178 7 21st 00072688
2 18th .00018545 8 23rd "
3 15th .00036483 9 26th "
4 16th .00036483 10 22nd 00072933
5 19th 000368 11 24th 00072941
6 20th 000557 12 25th .00072941
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Thus to keep the risk minimum maintenance on 301;h MW unit
must starts on 17th weeks Now chooge 50 MW unit next which 13 to
be maintained by the same crew between 13th to 26th week. Here
17th to 20th weeks are excluded as these weeks are considered to

s

be: £1irm maintenance dates for 30 MW Unit.

Now again modify the generation model by withdrawing 50 MW
unit with the already preagheduled unit and repeat the game proce-
dure. On repeating the procedure we get that the minimum risk
occurs 1f mhintenance starts either on 13th or 14th week and ia
equal to .00018242. Now only 35 MW unit is left and its mainte-
nance is to be performed between Tth to 13th week with the total
duration of maintenance equal to four weeks. Now again the generat-
ing system model is modified by taking account of the withdrawl of
this unit and the risk index ig arranged in the increasing order,
We find that the maintenance on it can be gtarted in any week
between 7th to 9th week and correéponding rigk 13 .0000028178.

Therefore the completé golution is that start mainte.
nance on 30 MW unit on'18th week, on 50MW unit either on 13th
or on 14th week and on 35 MW unit at any time between seventh to

ninth week.

4.3.2, FEATURES OF MAINTENANCE SCHENULING ALGORI THM
This technique has the following main advantages -

(1) In it by using fast rounding technique the size of the
generation table model is reduced considerably. If the
generation table size is reduced by n states, then number

reserve margin states is reduced by n x number of load

level s.



(2)

3)

(4)

(5)
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The proposed maintenance schedule ia flexible enough
80 that it may be able to take any set of add.itiotyiél
oongtraints.

Sometimes it is degired to limit the weekly risk to

a certain level. This can be done by simple selection
process and adding additional constraint to the weekly

risk imposed.

If any forced outage of unit occurs then the mainte-
nance on it has to be perfommed without waiting for

the date reaserved for it. Thus here the maintenance on
this is adjusted on firm prescheduled date and algorithm
is repeated for the other units.

Here the units may be chosen according to any priority
list. The risk increases proportionately end the yearly
risk 18 1levelized by similar amount. Even if the units
are randomly choosen for adjusting maintenance schedul-
#8, they 40 not seem to increase risk drastically.



CHAPTER - V

CORRECTIVE MAINTENANCE SCHEDULING BY OPTIMAL
ALLOCATION OF SPARE UNRITS

INTRODUCTION

Problems of corrective maintenance scheduling feguire
that a system should be designed to have built-in maintenance
as far as possible. Such an approach reduces the expenditure
on maintenance during the operating life of the system and
also increases the relisbility. In designing systems with
regard to reliability and repairability, typical considera-
tion involves tradeoffs between mean time to repair, meam
time to replace, and éystem mean time to fallure. Criterion
of goodness depends upon the cost and availability. The
tradeoff techniques are not only helpful in reducing the
downtime of a repairable systems but also enhances the
availability by allocating the spare units. Subject to
different set of constraints; a system analyst is posed with
the problem of preparing the best schedule out of host of
available alternatives in allocating the spare units so that
the avallability is maximigseds Thus the stegdy-gtate availa-
bility of a repairable systemwgnold standby and nonzero replace-
ment time is maximised tnde.r congtraints of total cost and
weight. Similarly the cost can be minimised under constraints
of steady-state availability and total weight.



2 MODELLING

For the maintainability analysis of generating units,
various modela are used in the relisbility evaluation of a
system. Some of the important reliability models are & standby
gystems, systems gubjected to two types of failure, standby
gystem with repair facilities. Here for allocating the spare
units, standby system with repair facilities model is consi-
dered. The following assumptions are used in developing this
model .

(1) System is as good as new after any type of maintenance
(or replacement) is performed.

(2) The failure rate A,, repalr rate u, and replacement
rate ei are congtant.

(3) There is one repair facility for each i unit at the
repair section. |

(4) Spare units do not fail and also the failure of units |
in the gystem are independent. -

For deriving the expression for steady state availabi-
11ty consider a single system consisting of n gubgystems end
also let 1 subasystem have one i unit ax;d I‘i gpare units with
a constant failure rate Xi and repalr rate uy as shown in Fig.
5.1(a). When a fault occur in a gystem due to failure of any
subsystem component, the component is disconnected and the
repair is performed. The failed component is replaced by a
gpare unit and the other component when repaired, kept as a
gtandby component. Now here in i subsystem having I‘i gpare
units, there are 2 I, , different states. The i subsystem in
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63

an even stable is up and edd state is down. The complete
detail 1s as shown in Table S.1.

TABLE « 5.1
STATES OF { SUBSYSTEM
1 Unit Number of Spare Units

States Up Down Up Down

0o 1 0 I‘i o

1 0 ) | I’i 0

2 0 .I'i-l 1

23 1 0 I'i-:j h |
234 0 1l I‘i-J J

2L1 1 0 0 I'i

2I'i a 0 1 4] I’i

The transition diagram of it is shown in Fig. 5.1(b)

In the steady state number entering each state is equal
to the number leaving it. Thus the balance set of equations
as derived from Fig. 5.1(b) is given below

O ==~X\P ¢pn P, (1)
0=\ 1§ Pyy - e, Prya (3 = 0014250001y _4) (2)

O =8 Py =gy Ppym Py y (3)
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0 =8y Py = ymy) Poyy oy gy (&)

O =)y Poyg =My Pory g ‘ (5)
2I’1+1
jad

Yhere PJ is the steady state probability for stable jJ

and €, is the congtant replacement rate of i unit. Now from

i
equation (1) and (3) by the method of inductions the steady

gtate probability for state P2 j is obtained and given as

"_l.d}‘

Py = (\g/uy)d By prgia (0eenee Tg) (7)
Al so |
A 3
Poya = E'i‘ Pog =Xy (hy/mg)? By (8)
A
Por, 4 =(Fi. Bog N\ y/My) Po1, (9)
Now as I‘iio-l
Jil ]PJ =1, <therefore steady state probability at

gtate zero is derived from equations 7 to 9 and is given by
L
i
P, = 1/E¢(Xi/21 +XyMmy) 32;0 (ﬁiﬂ (10)

5¢2 PROBIEX PORMULATION

The problem of optimal allocation of spare units for
maximum gystem availability must include the gystem mission
time and the following properties of each unit ¢ failurd rato,
woight, price, mean repair t:lma- and cost, meen repair time
and cost, mean réplacement time and cost. The problem ig

formulated as non -linear integer programming problem ag -
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SAMPLE EXAMPLE
The golution technique of the problem is explained with
the help of the following examples.

The system consisting of three different stages comnect-
ed in geries. The availability of the system is to be maximised
subject to the cost and weight constraints using the optimal
allocation of gpare units with repair facilities. The data
agsociated with the problem is shown in Table 5.2.

TABLE - 5.2

DATA ASSOCIATED WITH THE EXAMPLE

1 Unit 2 Unit 3 Unit Constraints

A 0.05 0,02 0.03 T = 100
ag 2 6 4 Ca = 724
o'y 40 50 60 n=3

wi 5 4 3

Y, 1 4 3

tg 10 20 10

Now using equations 11 to 15b and the data as given in

Table 5.2 the problem can be written as

Moximise - Avallebility A(L) which is given by the expression

. 1 = .5L1+1 - ; - “I‘2+1 | ; - .31'34‘1

L
+56.55(1=+511 41) 64481~ 42 ¥ ,7,,39(1_,3L3 )

«ee (18)
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Maximise A(L) (11)
Subject to ¢ C(L) & C, and W(L) < W, (12)

' Where A(L) is the steady state system availability and 15

J derived from the equations 7 to 9 for a system composed of n
independent subsystems, which are functionally in series and
having 1‘1 spare units in 1th subsystem ig given by the

exbression
" .
ML) = TT A (13)
ix) :
Ly
Where A, = ¢ P (14)
1 320 23

and values of PQJ is calculgted by using expregsions 7 to 10.

0(L) 4is the cost congtraints (3s is the maximum cost of
the system group. C(L) is given by the expression as

n n
C(L) =TI A (qu4c;) + & (L,) O (152)
ol Q¥4 i M a2

Where T is the system mission time, 01 and c'1 are the mean
repair cost of i unit and price of en i unit respectively

and q4 is the mean replacement cost.

Wy = Upper bound of system weight

n
and W(L) weight constrained is given by £ I, w;  (15b)
1=1

Where w, is the weight of i unit.
Another important version of the prodblem is also given by

Minimise C(L) (16)
Subject to A(L) 2 A, and W(L) < W, (17)
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Sudb. to
(1) Cost constraints -
J 200 - 40 Iy - 50 Iy - 60 Iy 2 0 (19).
(44) Weight Congtraints
21 - 5L -4 I, «3L520 (20)

Where Ly, I,, 1.3 are the number of standby
components used in Ist, 2nd and 3rd stage respectively. From
~ the design oconsideration upper and lower bound on all st and by
components are known. Here the upper and lower bounds are

given as that I’_ lies between O and 2 and L, and I‘B between

one and three reaspectively.

5¢2¢1. ALGORITHM AND SOLUTION

For the solution of above statedproblem direct search
optimisation technique, as developed earlier is used. Here
the mon-ve integer variables involved in the problem can be

transferred in to problem involving binary variables.

Integer variables converted in to 0 - 1 varigbles
must be gble to satisfy the property that each subset occupy
with a unity element. Here the I‘i s are converted into

problem format by the property as given by the expreasion

as given
Ly _
Li = }'.'. J Lid Li = 1,2,.0.0 IJ1J (21)
I=ly
Where T, = Upper bound on varisble L,

_14 = Lower bound on variable I.i



TABIE - 5.3

SOLUTION FOR ALLOCATING SPARE UNITS

Liop I3 o Ty Ipp Ipz  Iyy Dga Ins Remarks
1 0O o0 l O o 1 0 0 1 Infeasible constant 25 is
. not satisfied.
2 0O o 1 0 o 1 0 1 0 "
3 0 o 1 0 o 1 1l 0 0 "
4 0O o 1 0 1 0 0 0 1 "
5 0 0 1 0 1 0 0 1 0 "
6 0O O l 0 1 O 1 0 0 "
7 0O O 1l 1 o O 0 01 L
8 0O O 1l 1l 0 O 0 1 0O "
9 0O O 1 1 o 0 z 0 O e
10 0 1 0 0 0 1 0 0 1 "
11 0 1 0 0 o 1 0 1 0 "
12 0 1 0 0o 0 1 1 0 0 "
13 0 1 0 0 1 0 0 0 1 "
14 O 1 0 0 l] O 0 l1 O " .
1 0 1 0 0 1 0 1 0 0O TPFeasidle Z=.63246
16 0 12 0 1 0O O 0 0 1 Infeasible constraints
: violated.
17. 0 1 0 1 0o ¢ 0 1 0 "
18 0 1 0 1l 0 © 1l 0 0 Peasidle Z=z.58039
19, 1 O 0 0 0 1 0 0 1 Infeasible constraints
' violated
20 1 O 0 0 0 1 0 1 0 "
2. 1 O 0 0 o 1 1 0 0 "
22, 1 O 0 0 l1 O 0 01 "
23. 1 0 0 0 1 0 0 1 0 Feasible Z=.51874
24 1 O 0 a P O 1 0O O TFeasible Z=.49645
25 1 O 0 1 0 ©0 0 0 1 Infeasible constraints
violated.
26. 1 O 0 1l 0O O O 1 O Feasible 72=.47598
27. 1 0O 0 1 0 0 1l 0 O Teasidbhe %=2.45553
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b if 1t stage has J spare units| -
LIJ =

0 otherwige
Ly

and I 1.“.1 (22)
J=D

Therefore the above stated problem can be written dy
putting the values of I‘l' 1‘2 and 13 from equations 21 and 22

is given as
Maximise A(L) (23)

Subject to : 200 = 40 (0 Iy oAl Ly +2 Ljp) = 50(L,y 2Ly, BL,s)

=60 (Ly; +2 gy +3Lg5 ) 20 (24)
21-5 (0L g+ Ty 2Lyp)- 4(Iy; @Lgp Sly3)

=3 Ly 2155 ¢3155) 20

Iig +Iyy +Iyp =1 | (26)
oy +L2¢- oy =1 (27)
Isy +Isp + 133 =2 (28)

| Now using the direct search optimisation technique the

result optimal solution found from table 5.3 is

Il =1pp ¢15 =1

Tjo # T =Ty =Ty = I35 =0

The result show that for the maximim availability the
number of standby components with stage Ist, 2n@ and 3rd are
one, two and one respectively. The system availability echiev-
ed with this'arrangement i8 0.63246.




CHAFTER=VX

COI CLUSIGTS

The aovplication of mathematical ﬁro;mmminfz tech~
nique in the solution of complex maintenence scheduling
problems is of a great interest end inmnortence to the
utilities, The precent vork is en attenot in presenting
nathenatical models end algorithms for preventive emd
corrective maintenance scheduling of generating wmits.

First of all, the problem of preventive mainienonee
scheduling is éiscussed. In it several classes of objeciive
criteria for optimal preventive maintenance scheduling_ of
poyer gemerating wnits have been presented. Then a mathe~
matical model is developed for preventive maintenance schedul=
ing of gemerating wmits in the presencé of wcertainities
due to error in the demend forecas?t md generator oultases.

A method for the solution of the problem of echedulipg main=-
tenance of prenerating wmits in a power system has been
developed. It employs the lexicographic enumeration technique
for the solution, Certain rules incorporated in it help in
skipping large nuaber of infeasible solutiom vectors and
hence enhmee the effeciiveness of lexicogravhic enumeration

technigue.



The pronorties of the mathmaotical nodel oy olso
exploited by evolving a new and efficient direct oocoreh
optinisaticn tcchnique. This method ic based on eimnic lofle
end by emnloying this nrocedure the regloca of search for
finding the optinal solution io drastically reduced. IR is
conable of imcorporating all of the different cmd connlex
conotraints. Hence the golutiom obtained is always nracti-
cally implementable. Illustrative exenples of risk leveli-
zation end reoerve levelization are given using the above

provosed technique. ‘
ac ﬁ\e M'h\? %’)k\w*\ .
I'ext, enother maintenance algorithmschedulins is

presented based o frequency end duration criterion. Thic
uses a fast rovndinrs technique. It helps in reducing the
large nimber of otates in generating system model. Thorefore
vhile porfoming calculations, the size of the nmargin states
19 reduccd greatly which 1s helpful in increaging the effi~
.ciency of the scheduling alporithm,

Pinolly a mathematical desecrintion of the corrective
maintenance achedulinr~ nrobleme is wresented, In this a
nathenatical nodel for alloccdins of opavre wmits with ree
pair facilities is discussed., This ennlyels is of value in
building the inventory for various comnonents in power
pyotems to oatisfy the system reliability. The nroblem
nodel io critically analysed. The direct acarech ontimization
techniqeo 1o nregented for findinpg the ontimal alloecation

of opare mito,
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Further work would include, optimising a wido
range of decisions iIn centext with the voroblem, To mention
a fev, these are, pool coordination of resources vithin ¢the
utility emd vith the neighbouring utilities, Instead of
levélizing 'reaerves. 1t may be econmmically beneficial for a
particular utility to véry these reserves, It could Mgleas
expensive energy from neighbouring utilities during some
portion of the year, while selling surplus enerpgy dwring
other eriods. Along the seme veiﬁ, it 19 intended <0 omalyse
the impact of forced outage and dally unavailability ratcs

on net reserve snd produetion cost.

In short author has tried to present different
mathcmatical models end technique of snalysis for optimal pre-
ventive snd corrective maintenance scheduling problems, It is
hoped that the vork reported would be useful to the nmasgcmeat
for developing optimal maintenance policies as regard %o
generating eystcas,



APPENDIX - I

ESTIMATION OF SYSTW1 CHARACTRRISTIC

System. characteristic is defined as the mepawatt of
regerve decreage that will increase the risk 2.718 times,that
i3 megawatt variation in capacity outag® accompanies by a
multiple of 2.718 increase in probability. Here assumption is
made that the risk expressed in terms of instelled reserve

is given as -

P = A o~ X/m (1)

there
P, = cumulative probebility of having x MY or more on
outage ‘
% = installed reserve
m = gystem characteristic

A = »roportionntoly constan®

ahis epproximation is based on the pnat historical data
availables.

et Py bo the cumulative probability of havingy My

or more on outage such that y > x« Thig is expressed as

Py = A e"y/m (ii)

Now here probability of risk in x MY system is more
than y MY gystem.
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Divide the larger risk by the smaller risk we get

P p ~%/o
= =2 y =e (y-x) m
~y/m
Y Ae-y

Toking the natural logarithms on both sides we get
; = I‘nLPx/ Py)
= (y-x)/ Iy (By/Ry) - (411)

Therefore for estimating the system characteristic
risk is plotted as a function of capacity outage versus
probability on a semilog paper and a straight line is drawn
between the designated probabilityllevelo Then value of
capacity outage is seen corresponding to the value of risk
levels and system charascteristic is calculated as glven
in equation (iii).



APPERDIX - 2
EXPRESSION FOR CALCULATING EFFECTIVE CAPABILITY

Effective capability of a unit is defined as the load
which the unit is able to carry with a deasignated reliability. °
Px is the probability of outage of x MW or fore on forced
outage. Suppose any new unit is added in to the system sgy
@ MW is edded, then the cumulative probability of outage of
x MW depends upon the two poasible conditions for the new
unit, that is if the unit is in service or on forced outage.
Thus if r is the forced outage rate of ¢ MW unit, the new
cumulative probability of outage of x MW is given by the sum

of the two components given below -

(1) When Unit in Service - Here the probability of outage

is given by (1-r) multiplied by the probability of outage of
X MWB. '

(i1) Unit is cn Forced Outage - Now when unit is on forced
aten outage wi'th_ a probability of r then total probability of
outage of x MW is given by r multiplied by Px—c' vhere Px_c'is
the probability of outage of x-c megawatt or greater.

Therefore from the total probability of outage of x mege-
watt with the addition of new unit is given by -

Pp=(1-r) P, +r P, (1)

However if there is no change of load by adding ¢ mega~
watt unit then the value of risk will be given at a reserve of
x+ MW and is givén as

Pl = (1-r) wa +r P (11)
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Now according to equation (i) of Appendix - I

-(x+c)/m -c/m
wa =A@ v = Px e

Substituting this in above equation we get
-c/m
Pl = El r) e +1] Py (114)

The regerve say (y) is increased proportionally with
the addition of new unit, so that probability of outage

remaing same.

Therefore P = P (1v)

The expression for the new probability of outage in
terms of old function is found by substituting x+ instead
of x in (1)

. o waz(l-r) PL+rPo_ o (v)

~y/m ' 1) -
now P, =P e (vi)

-(y-c)/m
end P =P e | (vii)
Substituting this in to equation ( v) we get
) o=y/m ~(y~-c)/m

Py = l-(l r) e +re 1 (viii)

Substituting this equation in (iv) we get
El—r) +re /M  o¥/m 1:]
Taking the log on both gides we get

) In (1-r)+e®™ & (=y/m) = 0
** ye=mIn (l-r) +r ®/m

Now the load carrying capability of the unit having capacity
¢ and forced outage rate r is given as

0¥ 2 cey = c-m In (1-r) + re-¢/0
where c* is the effective load carrying capability of new unit.



APPENDIX - IIX
EFFICIINT TECHNIQUE FOR RIMOVAL OF UNITS

When any unit is removed from the generating system
model fo’r maintenance purposes, the whole generating system
model is modified. Billinton and Singh suggested that
generatvﬂion model can be modified by applying the suitable
technique. According to them if eny unit having capecity C,
and average failure and repair rates are "k and v, respecti-
vely with availability Ak can be removed from a system and the
generation model can be modified accordingly. Therefore if C,
and CJ are the capacity states including that of Ck }such
go that (:J greater or equal to C; - Ck then the new modified
gtates are given with the following cumulative availabilities.

Y Ai-AJ(l-Ak)

17 = (1)
Ay .
and  A'y = o B A.i( 1 - &) (11)
by

Where A', and A'J are new cumulative availability index for
units 1 and J taken account of withdrawal of unit k. On solv-
ing the above two equation the value of A'; and A'J can be .

easily calculated.
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