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ABJ3TdanCT

In the present dissertation, relisbility and
the various terms associnted with it are discussed, then
various existing methods of reliability evaluation are

discussed and compared.

Also the computer programries for four of the
existing methods are nodified and run on T.D.C. 312 and
IB¥ 1620 computera. The results of each computey run
alongwith the programme listings are appended in the

appendices.



CHAPTER = 1

I A2 e Dy cCTIOLN

In the past reliability has been recognised only us
a qualitative aspect. LCnsineering systems eorlier were uo
simple that an acute need for quantitative study of relia-
bility was not felt. {Rellability ae a prescing need was
recognised only after Becond world .ar, when several studies
revéaled some atartlihg resulty, which served as an 1mpetus
for further investigations. iow, relinbiiity hus become a
recoynized engineerin; discipline, with iis own method.,
procedures, and technigues. & hich degree of reliadbility
is oan absolute neceseity when desling with modern complex
syste. such a8 space glasion und Alr Craft Jystems. In
such systems, the failure of a part or component results not
only in the loss of the fmiled itew but most often results in
the loss of soae larger sooenrlly or system, o1 which it ie
a part. The réliabxlity'of ouch coutly end sophisticated
systems has Lo be en.ured before these are actually coﬁniw

ssioned.

The moot accepted definition for delialility
is : "It ic the probability timt a device will operate setis-
Tactorily for a given pcriod of tiwe in ity intende: applicc-
tion". The word "device" in this definition tay mean

component, ktlock, subayste., equipuent, or complete s,8te.



in g particular applicantion. The definitioa includeu the

ters “"probability", which indicates the use of a yuintitantive
ceaocure for reliability. In ad<ition to thie probablliotic aopec
the dofinition involves threc other considerationo "Jutiofac~

tory operation, len;gth of time, and intended application”.

There has to be a definition of what constitutos a
satisfactory operation. Certainly, an equipuent does not
neceosariiy have to be totally inoperative for it to bo unsatis-
factory. "shat constitutco sgtisfactory perfor.ance ? " has

to be defined for a moaningful necasure of the relinblility.

The len, th of ti.o of operation is more definitive.

A misajion is definoed av cuvvering sone specific length of tice.

- The last cunsideration, intended application, ..ust aloo
be a part of the reliabllity definition. sny eguipment is
denigrod to operate in a given mennor under particular sets
of conditiono. Theoo inelude environmentnl coanditiono (tcmpe-
rature, pressurc, humidity, acceloration, vibrnﬁion, shoek,
acoustic noiso ote.) and operation conditions {(voltage, current
torgue, and corrosive atmosrhere etc.) which will bo encountere

in manufacturing, transportation, storsge and use.

4 well deoi_ned, wtll engineorod thorougniy tested,
and properly maintained equipment should nover fall in operatio
Hicwevor, experience shows thut even the bost &csign, wanufac-

turing, and maintenance efforts do not completely cliwminate



the occurrence 9f fallures. Reliability distinguishes three
characteristic types of fallures which nay be inherent in the

equipment and occur without any fault on the part of the operat

First, there are 'early failures', whiech occur early
in the life of an eqaipmeﬁt end in rost cases result from
poor canufecturing and quality control technigques. Juch
failures can be eliminated ty "debugging" process and are not

considered in this siudy.

Jecondly, Sthere are "wear out failufeb", which are
caused by the wearout of parts. These failures are a symptouw
of component asging. To avoid thouse fuillures, the paurts of an
ocquipment are designed for a longer 1ifc than the intended 1life

of the equipument.

Thirdly, thers are so-called "Chance failures"” which
are caused by sudden sotress sccumulations beyond thc d-:asign
strenghh of the cosponent. “Yheoe failurea cccur at random
intervals, irregulariy und unexpectedly. These are moat common
types of failures during the useful operational 1life of an
equipment. iherefor:, maximur attention in the reliability
literature has been . iven to these "Chance” or "Chtastrophic®

failures. -

Use of this probatilistic definition of reliability,
helye iu determining, at .oot, the reliability of very sinple
components. ut relinbi®ity enginecring has its domain

much beyond this. & prior knowledge of the reliability of



any complex equipmenti or system 18 necossary eovon bdefore it 1is
put to aetual operation. Frobability, though itself o statis~
ticz2l concept, hna an exaclt nathematies governing it. Hence,
to ovaluate the roeliability of a syster, whatsoover complox, al
woe need is to know the reliebilities of basic components buildl
tho syotem and the operational relationship of these components
in building up the systow. This operational relationship is
dopicted through the use of reliability block dimgrams, also

called ao logic diagraus.

Syster roliasbility cvaluatibn depends on the type of
reliability block Jiagram. thile iu the case of series
parallel networks, it 1e a simple matter to evaluate the systen
roliability; such an évaluamion may be guite involved in the
cace of non-gorico parallel networks. liost of the oxisting
nethods for tno rolimbility covaluation of those systerms, which
result in non-serioe parallel reliability block dimgrnms are
discussoli in next chaptei;« The methods aro illustrated with
exarples and a critical corparison of thepe rethods is alsc giv
in thht chapter. It 1o obsorved frow o survey of thoese nethods
that thore doos hot oxiat>a simple reliability cvaluation
technique which can be ensily computoriged and results into a

simple reliability expression.



CHAPTLR -2

DLEINITICHD RELATED ITH RLLIABILITY

Some of the definitions which are frejuently used in

Reliability Jtudios ore discussed below @

2.1 R.LIABILITY BLOCE DIAGRA @

A block diagram which depicts the operational relation-
ship of various elements in a physical systes, as resards tha
success of the overall aystem, 15 called Telimbility Tlock
Piegram. W¥hile the syestem dlagrem dépicts the physical
relationship of the system elements, the reliability block
diagram shows the functionel relationship and indicates whieh
elenents must opdrate Buccossfully for the system to accorplish
its intended function. %“he function which is perfor..ed mey be
the simple action of r switch which opens or closes a circuit
- or pay be a very complex setivity such as the guidane of a

spacc craft.

2.2 Jpulid Fadela.i HLLIABILIGY BLOCK IAGRALL

Two blocks in a block diagram are shown in serics if
the failure of eith r of them rdsultsc in system failure. In a
serios block diﬁgram of wany blocks (e.g. Fig. 2.1), it is
imperatxvé that elli the blocke must operate succecesiully for

systes success.

Similarly, two blocks are shown in porallel in the

bleock diagram, if tho success f elther of thes: results in
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System Juccess. In a parallel block dingram of many blocks
{(6.50 Fige 2.2), succeooful operution of any one or more blocks

ensures gystdm Lucceng.

i block diagran, in which both the above connections
are used, is termed os series parsllel Block usiagram. a« cloaeig
related structure is an r out of K structures. 3uch e block
diagras represents a system of X components in which any r rust
be good for system %o operate cuccessfully. A4 simple exam;le
of such a type of eystem is a pisce cof stranded wire with I
str .nds in which at least r are nocesoary to pass the required
current. O3uch a block diagram can not be recognlized without a
description inscribed on 4t (as in P.G. 2.3). Parallel relia-
bil:ty block dingram con be described as a special case of thi

type with r egual to unity.

23 HNOL=3..L... Palnblow LIGCE DLalRA:. 3

A block diagrar which csn not be completely described
through serices or parallel operaticnal relationships, 1e called
a non-serico parallel bloek diugram. ost o0f the physicnl syste
result into a non—-serieo parallel block disgram. A typicul

non-geries parellel block dicgram is shown in fip. 2.4,

204 ﬁawaf‘}@t 3

& component in a physical aystem is ehown as a segrent
in the reliability block dicgram, which i9 called Brancn. If ¢

branch in the block diugran can be traversed in one direction



only, the corresponding brench is called dirccted branch

and its direction is indicated by an arrow on the bloch diamgram.
If, however, the branch can be traversed in eithcr diroction,
thcn'it,ia called an undirected branch. Lo arrow 1c placed on
such o branch. In iig. 2.4, tranches a, b, ¢, T, g 2and b are

dircetod branched while tranchos & and & are undirected brancid

2p5 hLDEf H

Intcrconnection of two or more branches is called a
n.de. A n.de, which has all branches in@ident from it, is el il
Jource or inmut nodo snd o node which has all branches incidont
upon it, 1o calied sink or outjut node. 1n the diugrun of

flege 244, npode n, i in.ut nodo while node o, is output node.

26 F T ¢

Avra————-

& path ia 4 scyuince of bronches of t.e proliabvility
block diagram from input node to output nodc such that tke
pucceedin; node of any branch ies the ceme as pregeding node of
the next branch. 4 ziniral path i& one which saticfies thd
above property but no subset of this set of branches satiosfies
the same. Term "tie vet" is also used intorchangeably with
path. In the diagram of i'ig. 2.4, some of the tie vois are

abe, adgh, fgh and adgec.
2.7 Lut Set

A Cut set i3 a sot of pranches which when cut will not

"allow any path from input node to output node. A minimul cut s
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1 one which octiofies this property bt no gubaet ¢f thio has
thio proporty. In the diagrum of Fig. 2.4, some of the cut sct

are 3 bdf, ceg, adg and beh.

2.8 PLO. Gula bl 8

Flou graph is a welghtod yraph corresponding to the
rolinbility block diasgram, in which weight of cach branch is
the reliadility of the corresponding block in reliaobility block
disgram. In a flow graph, every branch must be directed.
Theretore, a particular reliability block diagrar may give
rise to more than one flow graphs. Four such graphs for the
reliability block diagram of Fig. 2.4 are chown in I'i;,. 2.5.

A subgraph is any subset of the branches of the flow graph. &
Loop in & flow graph is a eequéuce of branches (disregarding
direction) such thét the succeeding node of every branch is the
samwe as the proceding node of tho next tranch and further the
succeeding nodo of the last branch in the sogucnce is the semc
a8 the praceding node of the_firat branch. FPor oxanple,

Py Py fg Pe 18 a 1o.p in the flow urephs of Fig. 2.5

)

A conncction matrix (¢) is o mathematical rapreaentatid
-0f the reliability block diegram. If there are n nodes in a
reliability diagram, corncction matrix is ¢of the order n x n

guch that
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S

a3 3T branch i is connected from
nzde 1 to node J.

1

0; Otherwise

—

The connection matrix (C) corresponding to the block

diapran of Fi, . 2.4 is given as 1

o 0 a z 0 o]
c 0 C 0 G 9
(c) — ¢] ¢ ¢ d b 0 eee (2.1
0 LH o C -G g
C z ¢ O G T}
Lo h 0 o 0 3

Sore of the properties of this matrix are @

2.9.1  all diagonal entries of (C) are zero, us there are no

pelf loops in the ruiiabllity block diagran.

2.9.2 If there are no parsllel branches in thoe roliability

block diagraiz, each entry of () will have at wost only one

elewent.

2.9.3 All elcments of the column of () corresponding to the

source node are zero.

2+.9.4 All elements of the row of {C) correspending to the

sink node are zero.



FOS OF PoILUR..3 3

Modaes of failure of various componenta in a physical
» should be carefully considered before arriving at its
i1lity block diegram. It is necessary btecause the effec
.dr of th se fallure modes on the syatem succeas may be

differenti

A simple system of 2 serics corncecction of two diodes
G 2.6), Las u relirbility diesgram which is mode depend:
des have uv tendency to fail by open circuit, then the
dlity bloci: diagran is ghown in Jig. 2.7. Dut 1if these
- have a tundency to faii by whort circuit, tken the
i1lity block ulisgram is ghown in iy. 2.8, JSystem

ility calculation will be guitc different in btoth the

If a phyasicul comnponent hias a tendency to fail in
noan one Lode, then it is conventioral to druw o seperat
diagram considering each mcde of fatlure. Jystemn failu:

11ity is then calculated for each wode seporately by
ing the corrssponding block diagram. assuming that the
ent mod=s of failures are indeperdent, systen unreliabi
algebraic sum of all these fgilure probatvilities. CUve:

rcliability is then inmrediately kunown.

1,08t predo.dinegnt modes of falillure in may system
ents (for exanple electronic components) are open circu.

ort circuilt fallures. JTheso two modes boelng dual of ea.






othor, relinbility block dia rom for short. circuit modo will
be the duai of roliability ulock diagram for open circuit mods

and vieco versa. The duand roliasbility block -diagras can be

drown from a given block olegram as follows @

2.10.1 Place a dot in each loop of the block diagra., and
nunber these doto. 7Theso correspond to podcs in the dual

block din ra. .

2.10.2 Ilace a dot above the block diagrau which corrceponds
to the I.. node on the .uwal ulagrs.; placc a dot buclow the block

diagram corresponding to the CUT nodo of the dual diayra..

2.1C.3 Drawv dottod linea connecting theso dota and interoectin
onc and only onv branch ot a tize. In the dual dingran, draw

tho branches betwoen nodos correspending to these :jottel lines.

Tne procodure ic Lilustratod for the diagran of fig. J.
in si;. 2.9 and the dual reliability block diagran is shown

in ‘;160 2010-

2.11 FalULT THEs ¢

in extrexesy Coiplox uyatema; it soretimes becomes
impossible to develop a rolimbility block diasgram and, therefor
an oxact smathematical model. The difriculty arises not from any
deficiency in the mathematics used but frow the corplexity
of the systenm. Tuo clectrical subsystes of a ranied aspace erat
for insta.gc, involved more than 2.960 soeparate succons patha

for just one phase of the mission. In such coiplex cystem,



Y

the concept of a fault trec is used and then the system is

analysed using sinulation technigues.

A fault tree is a tool for reliability analysio of
conplex system and ip particularly useful for evaluation of
system failuro caused by multiple couponent failures by
providing a conveniont and efficient format for the problen
description. 4 foult troe ic a logical representation of the
inter-relationship of voriouws events occurring within a complex
systen such a8 a misoile or a ﬁuclear reactor. [t is conatructe
using ovents intorconnocted by logic ‘gatos'. Each gate indieat
the relationuhip butwoen ¢ set of input ovents and an output
evant. Tho input events are concidered to bec causocs of the
gutput event.,. Gutyut ovents from most gates oerve as input
events to otper atea. ..n output ovent, which 1is not the output
of any gate, i3 s bosic input event. Only & few types of loglce
gates are vsed and the logic of each is8 simple and cow.plotely

defineod.



CHAPTER . 3

paloTIng QUCIVUES CF RELIABILITY oVALUATION

3.1 PUNDAVLNHEAL P IHCIsLL

BVALUATIOH

OP_RLLIABILIT

Jystem reliability calculations are based on,

3.1.1 4As precise as possible a xeasurement of

the reliability of the components used in the systiex environment

3.1.2 The calculation ¢of the reliasdbility of cowplex

coxbinations of these components.

Some of the existing techniqﬁaa for making this
calculation are discussed in this chapter. The teghniques
may be deterministic (either exact or approximate) or simulation

methods.

3¢2 ASSUSPTIONS PO o LIALLLITY SVALJATION 2

The following asoumptionsa are usdeo for the evaliation

ot_aystem reiigbility.

3.2.1 Lach elexent mey be represented as a two

terminal device.

3.2.2 All elements are always operating. It implies

that no standby redundancy is deing used.

3.4.3 The states of all elexents are statistically
independent inrlying that the fuilure of one clement Joes not

affect +the probabiiity of feilure of otuer elements.
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%.2.4 The state of each clemoent and of the entire

system is eithor good (operating) or bad(feiled).

3.2.5 Nodeu of thLe system are assumed perfcbtly

raliable,

Even by wakin:; use of these assumptions, the evaluation
of reliability in a gonersl systex is quite involved and depend
on the neture of reliability block disgrum. In the case of a
series block diagram of fig. 2.1 systemr reliability expression |

can be written os,

n
" = 7T px coa (301)
i=1 i
whore, p_  ic the relianbility of comp.nent x

x 1°
i
Similarly, for the parcllel bhlock diagram of Fig. 2.2 and an

r out of K structure of ~ig. 2.3, system reliadbility eoxpresboion

can be given in (3.2a) aond (3.2b) respectively.

n
d = 1 - TT (1 - px ) LN (302&)
=1 i
K
k=3
- EE; K J - s (3.2b)
ko= . Jsr ( J ) pxi (1 pxi)

- ko such'simple formulas are poosible in tho case of goneral
non-series parallel block diagraz. It is, however, decirable
to siwplify a given block disgram as far as possible by making,

une of above relations. Iihereforo, it is assumed in the



following discussion that there are no simple series or
parall.1l connections in the block dlayram and ther. is only oune
branch between any psir of noucs. deliability ovaluation of
such disgrams is discussed in t'o fcliowing sectionas. .or

the dlacuseion #Pe purposca we willl tske the reli~bility block

diugruﬁ as saown in rige. 3.1,

3e3 KMaTilbD3 OF ALLIABILITY oVaLunTION

The exisiing mothode of reliabllity availuation are

discussed below

3.3.1 PATH BENUREIATLION ¢

In almoat all the relinbility svaluation algorithns,
a knowledgo ¢f eithnnr all the puths or the cut sets ipc necessary
Many technigues exist for enumeration of all minimal patas in
a genersl block disgram. ihepe methods vary clightly with each
other and are based on the counection matrix of the block
diesyram and its powers. it (¢) ié the connection mairix of a
block disgra: , then element in i, § position of (c)® gives all

paths from i to j of sizge n

Lxample 3.3.1.1

For the block diegram of Fig. 3.1

e

0 G a c
"’ c ¢
(C) - "o (303&)
0 b G c
G d e 0
L —
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methods for the reliability evaluation in case of general

systeme having non-series peralicl reliasbility block diagrar.s.

3.3.2.1.1  EallaboTIVL . SAKCH W LYEUD

This method is nleo known me eventspace wmethod and is
one of the most primitive and stralght forward technique ot
reliability evaluation. If therc are n number of branches in
a tloek diagram, then there are 2n'poasible states of the
system. Jhe method consists of listing ell these states and
sorting out those states in which system is a success. The
seysten relinbility expression ioc then written as sum of the
- probabilities of these successful states. Jor the diagram of
Pige 3.1, all the 32 possible states nlongwith system cutiut

in each caée. are shown in Tadle 3.1,

The reliability expression is then directly written
in equation 3.4. This gilvie 16 success states of the systes,

thus reliabil:.ty of the systenm is

w
i

qa qb pe pd qe + qaqbpcpdpe + qapbpchpe
+ P4 . , ) . ' :
8z qapbpcpd‘ie * qapbpci‘dpe * paqchpdpe
boPaipPePale v PpipPoPgPe * papchnge P Pplgig
t O PaPyigPale * PyPptaPgPe *t FaPpPelg9e * PaPpPoSgPe

» PaPpPoPale * 7 PaP P PP e (3.4)



1y

gb + cd Qe ne

I
9 0 0 0

(ci®=lo ed 0 0 cer (3.30)
¢ eb. 0 | 0‘_
h& ceb + sed 4] G ]

« |0 G o 0

(e)’ = vee {3.3c)
G 0 o) G
0 0 o 0

Pifferent paths in the block diagram, thereforse,

are ab, ¢4, ceb and aed.

Other methods of finding puths are besed on  raph
theory, but have no distincet advantages ovdar the above

methods.

FeJe2 RalloBLLITY ValuailION

~ethods for evaluating the xeliability can broadly

be clussified into two categories 1

(1) Determzinistic methods

(11) Jirulation methods

3630240 DLTodi UHISTIC TBTILOGDI ¢

This soction presents some of the deterministic



methods for the reliability evaluation in case of general

systems having rnon-peries garaliel reliabllity block diagrar.s.

30320141 EallabowdIVe . SARCH »LYEGD 3

This metbod is niso known ae evenlspace wethod and is
one of the most primitive ané stralght foreard technique ot
reliability evaluation. If therc are n numter of branches in
a block diagram, then there are 2 poseible states of the
systen. Jho method consists of listing ell these states and
gsorting out those states in which system is a success., The
system relimbility expression iso then written as sum of the
probabilities of these successful states. Jor the diagram of
Pige 3.1, all the 32 possible states slongwith system outiut

in each caée. are shown in Tabdle J.1.

The reliability expression is tnen directly written
in egquation 3.4. 7This giviee 16 success states ¢f the systen,

thus reliabil:ty of the system is

R = 9y qb pe Pé qe * qathcpdpe * qapbpchpe
. | ,

Qa% qapbpcp&;"‘e * ﬁaphpcpdpe ¥ paqhqcpdpe

+ "&prcpdqe + pa‘ibpcpdpa + papb{ichpe + pupch“}d

Y OPuPgPale * PuPypngPaPe v PaPpPalgle v PpPpPolgPe

" PaPpPoPale Tt PuFpP PsPe eer (304)
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In this method, determination of all the paths in the
block 44 :_ram is €88 entliasl. . fter knowing all the m paths,

system success function can be writtcn as @

3 = T1 U’z‘aU [N X UTm .o Nes (305)

where, T, indicates the successful operation of all
elements in path i. Function o is then expanded into cutonic.l
form. In the canonical expansion, each term is motuelly
exclusive from all other terco.  Therelfor:, by sinply changing
the Bootemsn variables A, % to the probability variables pi,
qa respectivel} Wnd changing the connective variable from logice
union to algébraic sunration, reliability expression i..edlatel)

follows.

For the block disgram of fi¢; 3.1 paths have been detes
determined ve ab, cd, aed and cel. Therefore,

S = .&E U c» U lL&D Ll Ct»h s ve s (306)
Lxpanding this into Canonical :orm,

4 = AB(QUC)(DUD) (BUE)UCD(4UR)
(803) (U, U D(BUT) (CUTHU

CEB(aUa) (LUD)



= aBCDs U ABCDS U ABCDE U A BClLe
UnBCD. U 4BCDE U 4ABCUL U ABCDLU

~BCDL U ABUDs D 4BCLL U ABCU.U

ABCDE U oBCUS U ABCDL U aBCUb .. (3.7}

Reliability expression therefore is given as

R = q.quP.Padg * 93%9,PcPgPe * 8PPt 9aPpPPqd

* Qapbpcpdpe M paqch?dpe * paqbpcpdqe

b PaRpPoPaPe * PaPyigigie * PaPpigtigPe

i

papb"éi c}‘d"&e pupchpdpe * pﬁp bpchq@
YO PaPpPoigPe  t PaPpPoPgis v PuPrPcPaPe .., (3.8)

It may be ovserved that this expresuion is exactly
same a8 given in (3.4)s 4 computerised algorithm of this

mdthed was given by D.B. lrown (6).

3e342.1.% PHUBABILITY CBLCLLUJ [ EINLD 3

This method is based on a simple probability law,

Pr {}iiﬂfj = P£r S\X} + Fr {yj - Fr tan} soe (3-9)
B8ince Helianbility is defined as the probability
of success of the system. Thereforc,
o R .
R & pr{s] = elnUn, U ... Tp§ e (3.10)

How Reliablliity expression can be derived by the

repegted anpplication of (3.9). For the block diazrau of
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Pig. 3.1 syster succesy function 18 given by (3.6)

therefore,
B = fr{mwthamwm£} see (3.1%)
low, &r {.AB} = PgPpr AT “&gj = PyP3Pe

Fr {CD} = P Pas r Cﬂﬁ} = PyPePe

By the application of (3.9)

Pr JABUCD | = PPy * PgPg = PoPpPcPy

Pr JABU CDU 4BDJ = PPy + PP = PaPuPePy + PaPaPe

= PPy PPy — PoPoPaPe * PaPpPoPaPe
Pr iAEU CLU AB2 uﬁag} = PPy * P Pq * PuPgPe * PypPoPq
°:?apbpcpd = P PyFaPe — P P P4Pg
= PaPPcPy ~ PpPoidaPe ¥ 2PgiyPePePe (312
Iu u slight variation of this wuethod, reliability expression

of o systes can also be writton as :

R=1 - ?— P - Ir {fri}" cee (3.13)

i=1

#

For the evaluation otf (3.13, ioincare gave a gene ral reiation.

In this method, the reliability expression csn’'be written ue :

- - MN - m"g
R = 31 “2 * sessee + ( 1) .Jm s (3014)

shere, 3, = Bum of probabilities of all pathe

1



62 = Juum of probabilities of all inter sections

of two pétbs.

— m—— e

Jm = Sum of probabilities of all inter sections of m patiws.

For tne block diagram of Jig. 3.1, paths have beer

deter. ined as ab, cd, ade and ceb.
" ]
Therefore, Sy = PPy * PPy + PpPaPe * PyPoPe

Sy = PPyP Py + pdpppdpe M paﬁbpope

* PpPoPyP. ¥ PpPoPgPe t PaPpPoigPe
33 =% PaP P PyPe
S = PyPyPPePq

Substituting thcse values of 3, through 3,4 into (3.14),

wé have i
R o= PPy + PPg + P PaPy * PypPPy = P PpPcPy
= P PPaPe = PuPpPoPe = PuPcPaPe ~ PrPcPaPe

+ 2 P PP PyPe vos oo (3.15)

The result is the samo as expressed by relation (3.12) earlier.

3-302-1.4 gLOd GRAfn ALTHOD

In thie nethod, firstly all the flow grapns correspondi
to & given reliability block diagrau are drawn. Reliablility

expresaion can then de written as

> . i
R = ﬁg £1 + Fz ere e (3"6>
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where Fo = Jum of probabilitics of sll forward paths.

u
[

1
3]

of probabilitics of all Subgraphs with one loop.
P, = Jum of probabilitice of ell subsgraphs with two lorps

and 00 On.

TFor tho 6iagram of Fi,. 3.1, there are two flow graphs
possiblc, which are shown in Pig. 3.2. For this protliem ell
forwvard paths are shown in the Pig. 3.7, and sll gub_raphs
wvith one loop are shown in the Fig. 3.4. There are only two
subygraphs with two locps ohown in Fig; J3.2. itoelt. irom

thoso figurus,
Fo = PaPp * PoPg ¥ PPgPy + PP P,
Fi = PaPyPcPe * PuPoPaPo * PyPyPgPy * PpPePqPy

+ PPyP Py

P2 = PoPyPcPaFe * PoPiFcPqPe
Substituting thesc valucs of FO through ¥y inte (3.16), wo have
Ro= PPy + PPy * PpPgPy *+ PP Py = PoPyPoPy = PyPpPaPq
= PpPoPaPy = PaPyPoPy = PuP PaPe + 2 PoPyP Pub,  eee (3417

Reliability oxpresoion dorived in (3.17) is5 the pamo

a6 that derived sarlier in CB.iS).

Baye's theoron states : If X 48 an event which depends

upon one of tvo mutuall, exclusive events Yi and Yj of which
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ono muat nocossarily oecur, thon the probability of occurrencs

of &L is givon by

Prtﬂ} = Pr{a/)fi} br iYi'l] + kr {A/Xd} Pr {Y:j} ees (3.18)

Vhon used in the reliability application, 21 and XJ aroc
roppoctively token as the success and failure of s critical

element, 4. Rey result then isg :

RE2 pris)= erYs/a}p, oo 18/ZJ1-p,) ... (3.19)
shere FPr {3/2 ~ is tho probability of succcss of the

system when component % i8 good; while ir b/ﬁt} 16 the

probability of succees of the system when component ;. is bad.

Por the block diagram of Fig. 3.1, key vclement is8 e,

therofore,
d = yr{s/zgpe + br {a/f;'} (1= Bg)  wer (3.20)

Pr E/ﬁ} and krfﬁ/ﬁl}can te evaluated oesily uping the
block diagrams shown in Mg. 3.5. Thesc are series parcllel

diegrans. Thoreforo,
Eﬁ-iﬁ/ﬁ} = (pa A P papc)(pb + Py - pbpd) eee (3.21)
Pr {S/n = papb + PPg = PoPyP Py ess (3.22)

Substituting thrse results (3.21) and (3.22) into
{3.20), reliability oxpression of the system is obtained. This
expression also 18 oxactly seme as derived esrlier by the flow

graph method.






3.3.2.1.6 PROBiBILITY yiAP EBTHUD :

This method breaented for the reliability evaluation
of a goneral system by using & probability map, is similar to
Karanaugh map used in Eoolean algebra. In this meth.d, systenm
success function s is plotted on probability map and then group
are formed taking care that no tera ia covered in mére than one
group. System succese funotion is then written in an alternate
equi¥alent fory 3(dis) ouch that all ito terus are mutually
disjoint. System relinbility éxpreasion then irmediately follo
For the block disgrau of Pig. 3.1, System succeos funetion is
given in (3.6). This is shown plotted in Fig. 3.6 along with ¢l
formation of groups. From 8 knowledge of these groups, 3(dis)

can be written os 3
S{dis) = CD U ABC U ABCD U ABODE U ALCDE (3.23)

As all the terms are mutually exclusive in (3.23), reliability

exprossgion is given as ¢
R = Pr'{s(diaii ® pcpd t PaPyPo v PaPyPofy * PaPyPPeP, -
T PoPpPoPyla ces (3.24)

squation {3.24) gives yet snother expression for the
reliabllity of the sye tem having a reliability block diagram
of Fig. 3.1.

3.3.2' 1.7 EUT"S;;L]\X’& n04CH 3

It is also posvible to use a knowledye of cut-sets of
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the block disgram for dvaluating, the unreliability (and Lence
reliability) of a system. If there are j number of cut-sets in
8ll; the unrclisbility expression of the system can bte written
as 1

4= 1»42, UT, eer UE, oo U i’;} cer (3.25)
shere Ei indicates the failure of all branches in cut-set 1.
Syastem reliability ie, then R = 1 - (. As relation (3.25) for
the evaluation of system unreliability, is siwilor to (3.10),
for the evaluation of system reliability, all the methods of

reliability evaluation can be estended for use with cut-sets

also.

This approach reguires enureration of all cut-sets in il
bleock diagram. This can be conveniently done by a number of
methods. HNelson (9) has alsc described a method for the
determination of all cuts from the knowledge of all paths,
the computer programme for which will be discussed in next

chapter.

303'20’08 HLTH()D& (JJ.' mUl.E-u H

The method of tounis is a limiting value procedure for
determining the reliability of a system. To obtain an
approximate value for reliabllity, we obtain an upper bound HU

and a lower bound Ry for system reliability.



“

i = fr{‘r,t}i‘z... UT, S Pr'l‘i

thorefore, m
i, = Z “Prl1 1 - se (3.26)
lb 1:=1 i 1}

Reolation (3.26) seto an upper limit for tho reliability
of o oystem and is o (00d opproximation in the low rdliability

region. liailarly, using cut-sets, a lower limit can bo

defined.
- N J —
R = ifc TR SRR T Kj}; - PrSL hi}
J >
Therefore, N 1531 PrSL K"} voe (3.27)

Equation (3.27) is a lower limit of the systos relinbili

and is guite a good approximation irn the high reliability region

The method was extcnded by liolson (9) to obtuin a closor
approximation to systen relisbility. Instead of dofining a
unigue uppor and lower bound, they define a set of successively
lowor upper bounds and succeasively hizher lower bounds to

reach ap close to aystem reliebility as desired.

3.3.2.2 SINULATIGH pLSEGD ¢

Simulation, o1 wonto Carlo methods, are usod for systen
roliability prediction vhen sn oxact matnexatical wodel can not
bo doveloped economically or when it bocomes too complex to

pernit timely evaluatior, of reliability. Iin such methods an



R

asnalogous stochastic process is set up which behaves aus much
like the adtunl systcm as possible., The model process is then
observed, and the results ure tabulated and treated as if they
vere experimental data representing the actual proble . The
key f ature in Lonte Carlo methods is the generation of randox

npunbers within the coamputer.
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COLParI3UN OF VadiGUs PETHO DS

4.1 ELTNGR COLEAILION 3

In the previous sections, some general techniguos for
the reliobility evaluation of systens have boen presented.
Doteruiniotic as well us sizulation methods are discuosed.

Jimulation methods are very useful for ti® snalysis of Complex :

Jyseste,

The deterministic technigues of Jection 3.3.2.1 arc
exact oxcept liothod of bounds (Scction 3.3.2.1.8). iethod of
bounds 1s a liwiting value procecdure and in certiin cases is an

“excellent time saving substitute for tho more lengthy mathe-
rotically exaot procedurcs. Cut-pet approach (Section 3.3.2.1.°
ic another hasic approach for the relisbility evaluation of
o g;stew. It 2llows us to evaluate systen reliability_by making
usc of all the cut sotu of the eystem rathor than tie sete
{or paths). The labour required for the onum:ration of all
cut sets is coapnrnbic to tho labour for enumeration of all
patha. Therofoure, the only attroction for this approach of
reliability evaluation is in those cases wherc the number of
cut set, may be less than the number of tie sets. It hao beon
shown that this is actually the case wicn the average numter of
branches incident on th¢ node in a reliability block dia.ras is

more than four. Theorefore, this approach of ovaluation has an
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advantage when the number of inteorconnecting branches is large.
In the following par .graph a c¢ritiecal comparison is given for
the oxoet deterninistic methods bised cor tie sot approach

(Jection 303-201.1 throu(;h 3.3-2.106):

uxhauctxve.aearch wethod for tho reliability
ovaluation of a sysfoa (Section 3.3%.2.1.1) has the sdvantage
of being extremely sinple. It doee not aloo roegquire the
knowledge of all pathy in tho diasgram of the syste.. The
method, however, regquires tho anslysio of all posaiﬁle otates
of the system. HReliabllity oxpreesion is quite invelved and
needs many computations for its numcrical evaluation. For s
siaple 5 element aystom, with a relisbility block diagram in
Fig. 3.1, there are 32 possible staios out of which 16 are
succeas atates. Reliabiiity oxpression (3.4) reguiros 64 multi
plications and 15 suneations for numerical évaluaiion of rolia-
bility. If Ta‘ia the time for one summation on tue comuter
and, 2mlia tl.e tine for one multiplication, then the total
computaticnal time in this cose wili be

T, = 64-Tm + 15 zz'e (a.1)

In a tygical digitel computer, Tm is about ten times

mord than T. (In LEi 1620, T_ = 12,512 U Jec., and

m

T, = 1,200 U 3ec.). Using T, = 10 7_, relation {4.1) becoros

T
c

655 Ta "eon (402)
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The numbor of possidble statos and hence the complexity
ot exprosvion increesses very rapidly with an increaso in the

nucbor of elomonta.

Foh a systew with 20 clenentc, total number of states
will be above 1 million, thus rendering the method impracticabdl

for lar, ¢ systors.

Direcet canonical eapansion rethod (Jection 3.3.2.1.2;
doco not require tie enumeration of all possible states of the
system, but starts with o knowledge of all paths of the oystex.
The final derived expression, however, ic as couplicated as

given by exhaustive eearch method.

Frobability Calculus cethed (Section 3.3.2.1.3)
ie based on simple probability thcorem (3.9) and by the
ropoated application of this theoren, an oxproession for the
oyotem reliability ie derived. For the system having block
dicgram of Pig. 3.1, oystem relisbility expresoion using thias
rethod is given in (3.12). Tho oxﬁroasion roquires 26 multi-
piicationa ond 9 sumamtions. Computational time is then given

ag ¢

Tc = 26 Tm + 97

= 269 TS . (4-3)

The wethod hus the disadvantage of tho large numter

of repetitions of application of (3.9) for lar.e aystecs.



Total cowmputationul tirme in this case hap beon
rodaiced 1o about onoe third the previous regquirement and thio

ratio improves further for large systeno.

Flow graph method of aectionrj.3.2.1.4 roquiroa the
enumeration of all directed flow graphs of the reliability
block diasgram. Tuerofore, all foruvard patho and all oubdb-
graphs with various vumbors of loops have to be enumcrated.
For the system with bloek diagrem of Fig. 3.1, there are two
flow graphs. In all 11 oubyraphs (4 forward path, 5 subgraphs
with the one loop, 2 sub raphs with two loops) have to be
congidered. The method 1o convonient only 1f the number of
interceonnecting lranchos is small,. The reliability expresoion
derived by this method, however, is the same as derived by

probability caloulus method.

Baye's théarcm zothod (Yeoction 3.%.2.1.5) also
involves the repested applications of PBaye's theorem. Yhe
nutzber of such repetitiono inecreuse with the nunboer of inter-
connocting branches. aloo, the final reliabilit, exprascion

i9 a8 involved as givon by flow groph method.

Provability map method (dection 3.3.2.1.6) risulis in
a reliabllity expreossion which io axtrcmaiy simplo. For the
diagram of fiy. 3.1, syster reliabllity cxpression &sc given in
{3.24}), It roguirco 14 multiplic.tions and 4 curmations

total computetionnl time therefore is i

T = P T ! \ . .
T, 14 T+ 4T, = 144 g . (4.4)
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Computationnl time, therefore, hus been further
cut down by about 507. 4his is a significant advantage oo
a particular reliadility oxpresslorn might be used wmany a times
vhile designing relinble systexs. & simplified expreesion has
an added advantage 4f reliability of the system is to Lo
exprossed not at one time but es a function of time. FYrobabi-
lity map method, therefure is very convenient tool for the
reliability ovaluation of a systexm. But tho method being
graphical can not be casily computoerized. Horeoover the method
is convenient only 1f tho number of variebles is not more than
six. No convenient format of Karnauzh graph exists for uore
than aix v#riablas. In a gercral systom, the number of
constlituent elemsnts will invariably oxceed six. Therefore,
»this method although very convenient and officient for smell

systems, can not be used for large systeus.

4.2 LRROR COikaKILON 3

4.2.1 Bbrulib k€. CF oRRCR @

It is dosirable to co.pare the various methods from
the point of view of errors alao. dJdince the component relia-
bility data, being statieticald, can be true only within
cortein limits, systom relimbility value will also be trueée
within certein error. The error in thc final result will
obviously depend upon,

4.2.1.1 The crros in the component values and

4.2.1.2 J3ysten reliaobility expression
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Thorefore, the orror in final rosulte is differcnt
for varicus methods. The error analysis 1s based on the

following thoorems.

4.2.2.1 The abtsclute error in tho summation of
certain terms is equal to the summation of the absolute

errors in these terrs.

4.2.2.2 The relative error in the multiplication
of certain terus is cqual to the sumnption of the relntive
errors in thepe torms. Abgolute error, if desired, can be

found by multiplying theo relative error with the product.

In the following apalysis, it is assumed that all
compunent reliabliity values havo an aheoldto error of /A e.
All unrelisbility values (q's) are aloo, therefore, having
an absoluto error of A e. For siwmplificotion, all reliability
{(unrelinbility) valuos aro asoured equal to p {or q). It is
further assumod, that the vaolue of the errcr A e is gquite

smell .

in tho exhaustlive soarch wmethod (3.3.2.1.1) or eanonice
oxpansion method (section (3.3%.2.2.1), reliebility expression
in the cace of ;lock4dia5re& .of Piee 3.1, 18 givon in (3.4).
Using the above theorem, error in system reliability, A R is,

thereforo, given aas ¢



d o

AR = Ae L(s/p:ps » 5(4/p + 1/Q)p% + 8(3/p + 2/q)p7q2

+ 2(2/p + 3/q)92q3:]

22 3
or Ak = Ao (10 p% + 36 pog * 0 PTAT +4p q7) ... (400)
In the high reliability region (p = 1),
this error is givon by :
AR oy 10 Ae | ees (4.6)

In probability Calculus nethod (Jection 3.5.2;1.3),
flov graph method (vYection 3.3.2.1.4), and Baye's theorem met ho
(soction 3.3.2.1.5), the roliability exprcosion for this oyston
is given in (3.12). Error in system roliability, by the

application of theoe nothods, is given by @

DR = Ae [2(2/p)p2-+ 2(3/p)p° + 5(4/p)p4 + 2(5/'9)95J

2

or, Al =Ae(10 p4 + 20 pB + 6 p° + 4p)  eee eee (4.7)

In the high reliability region, this approzimatos %o @

AR O 40he eee (4.8)

In the probability map method (Section 3.3.2.1.6),
pysten reliabllity oxpression is civen in (35.24). BError in

reliability by this nothod is :
‘ P " ‘ 3
AR = pe| (2/p)p° + (2/p + 1/q)p%g + (3/p + 1/q)p7q

+ 2(3/p + 2/q)95q%]



~~~~~

2

or, bﬂ:(p3+p +2p+2pq+392Q*5Pq4+493QU§.9

ees  (4.9)
In the high reliability region, this error apsroximatcs

to,

AR & 4 Ne vee (4.10)

Various comparison criteria are suumarised in the

form of table 4,1..'
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MEROVL) AdLlYTIC TBCHUIGUES
BVALU AL 1GH

OF RELIABILITY

5.1 & FadT “LTHOD FOi PATE AND CUT ENUBBRATION @

As observed in the last chapter, the first step in almo:
all the reliabiiity evaluaticn algorithms is the detcrmination ¢
all paths in the re}iability block diagram. A method for findix
out all minimal paths and then based on this all minimal cuts it
discussed below. Then also computer programme is ddveloped for
it whkich will be discussed in the neit chapter. HNow this
programme can furthe: bte divided in two parts depending upon the
generation of patls and cuts.

5.1.1 GSUERATION O PATHY

.

Here a listin; of the elemehta in the systex, their
predscesn.ors, and the probability of successful operation of
each element are the inputs. Then backward: check ups'are done
from ocutput node towards input node in order to find out miripa.
success paths. The proecedure will be uore'clear from the

followings example,

5.1.1;1 Lxample ¢

Consider the Dlock Dimgram of Fig. 5.1. Here there is
only one branch touchin, node 4, which {8 one cond of elcrent 5.
90 element 5 will be common in azll paths. Then there arc threc

branches touching node 3 (which is the other end of node 5).



i

——

. D,
:

W
N

2 - _ RUv

n
0 -

Yy
LS

Sty

_Jo f")
-0 L2
T
53
Q0 5

K- 2rBG

),
(N
A

BLOC v DineRua OF

\< A\ ~ -,



4y

Thus foraming threeo paths containing elemcnts 2, 3, 4 respec-
tivelys Also each containing 5. liow we consider node at
other ends of new olemontse 2, 3, 4, which aro node 1, 2, 2
respectively. Agnin we do the same analysic as discussod
previously. In this way we proceed until input node is reached

Thus getting all the minimal success paths.

S.1.2 GEUERATION OF CUT SET3

Here a simple procedure using Boolean logic is used for
obtaining a matrix identifying the minimal cuts of the systen
from the matrix containing the raths. The procedure will be mo

clear from the followin, example.

5.1.2.1 Lxample :

Again considoring the Block Diagram of Fig. S.1. The

matrix containing the minimal paths is s

P’ 1 O 1 ¢ 1
P = 22 - ) 1 4] 0 1 voe (5
i z3 ”l O 9 1 1 i

here the tie sets are ¥, = (1, 3, 5) (indicated by 1's
in columns 1, 3 and 5 of the first row), P, = (2, 5),
P3 = (1, 4, 5). Iliow ccnoider the column vectors (1, O, 1),
(L, 1, O) ote., of the pati zatrix P. Por a pingle clement
to be a cut, it must bo in each path, i.c. it; column voctor in

F must bo the unit voctor (1, 1, t1). Kote that elemont 5 is thi
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only sinpgle elcment cut. In general, if P donotes the cth

coiunn vector of an I-path matrix, and if the elements

PCi = 1, for all i = 1’ € eee I

then the corresponding element C 10 a oingle elemonﬁ cut.
It POI = ( for sone 1 in each column vector, then there are
no eingle element cut, and ene nust proceed to look for two

clement cuts.

For two elei.ent cuts caneidef for € 4 &

P + P

Cci di

wherc the + indicates the logic sum or union. If,

P + P

Ci a4 = 1, fcr 8ll 1 = 1, 2, ses 1

then oleoements C and 4 form a two element cut.

For examplo, + yg = 1, for all i =1, 2 +c. 1

Ppa * ¥y
and hence eclomonta (1, 2) form a cut.

This procedure continues until all possidle cute of
order 1, 2 v.... n {n being the numboer of elements in the
syetem) have teon exhausted or until only unit vectors are
obtained in tho voctor unions as describved. At each stage all
the non-minimal cute are eliminated by using the following
approach. After a possiblo cut ¢f order Il hus been identifi:d,
it is chocked agoinst all cute of order (M - 1), (M=2) ... 1,
by using Eoolocan loglic for 1ntersectioﬁ, i.. the "ALD" opera-

tion, for the wmulti licetion of two vectore. If the cut of



order i. contnins a cut of smaller order, the vector product
would bo ogquanl to the order of the emuller cut. In thic case
the cut of order .: would bo eliminated beczuse it is non~-

ninimal.
In this way the above steps doscribe how the progranine

identifice minimal cuts.

5.2 Al ALGORLTHH FOR Till RLLIABILITY EVALUATICH
OF REDUNDANT HETWORKS ¢

An algorithm is presented for evaluation of reliability
of.any redundgnt network. It uses the properites of diagraphs
and ip especially suitable for the computer anamlysis of large
complex notworks. A mothod for deriving the reliability
oxpression for any type of netuwork is also described. Also a
computer programme in Forgo is developed for the reliability

evaluation of uderies-~parallel networks.

5.2.1 METHGD @

Before pr&coodi-ng to evaluante the ovorall reliability
- of rodundant networke it is ugually advantageous to combine all
parallel elements betweon nodes 1 and j using Foolean algebra
rules apd rapléce them by an equivalent link having relisbiliity

c13 connecting 4 and j. If there are n parailel elew nts,

n
| n
Cij = Pr {kg‘ hkg = 1m kgi (1"“ pij) XX (502)

vhere E is the event that the kth

Kk eloment 1o good.

A weightod connection natrix (C) is obtained with the
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property that for any non-zerc entry in (C) there oxiots one |
ond only onc branch betwo:rn any two nodes. Initially all
olcmonto of (C) are initinlized to zero, and therefore only

non-zoro ontrioco aro transferred to (C).

Onco the parallel branchoes have been grouped together
ond a wicghted connection matrix (C) doveloped, the egquivalent
notwork will have fewor trencies, 1.0. the numbor of non-zers

entrics of (C).

0.g. tho matrix (C) for tho net work of Pig. 5.1 will be,

o 012 013 O
0 O C 0
(¢} = | & cer (5.3)
o G v 034
¥ o] G 0
where 012 & P, etc.

The roduced network corresponding to (5.3) will be
as shown in Pig. 5.2 with the vualuce of the corrospinding

probabilities indicated.

In Zerieo - parallel networks, tho elements can elther
bo in serios or in parallel. Pig. 5.2 obtanined after reduction
(combining the paralloele eleonents only) doos not contain any
tvo or more cdges across a pair of nodes but may havo nodea
to vhich only two edgos are connected (one LY and ether OUT).

This typé of nodeus are called Lerios node and will now be
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eliminated from tho reduced diagraph which is given by

o m
Fr f\ b = P = T eor (H.4)
k=1 k sJories k=i k

For » elemonts in sories.

do far tho given Mg. 5.2 vhile eliminating noue 2 the

product is traasferred to the entry of C . and added to the

13
exinting value vwsaing parallel combination rules, i.c.

c C

13 nev = %13 01a * %12 %23 = %3 010 %2 G235 o (545

In goneral, if node k has elcment Cik I§ and element C.
OUT, then an entry cij = cik'ckj is transfdrred to the location

{1, 3) and io addod to existing value using,

43 nev = %13 o1a
Howover, the cntrics Gik and ij. once they have been

- used and the node k has boen eliminated, are made zero.

The inforration atout the node, needed for the elimina~
tion process juct described, can be had through the use of vhat
ié called a dogree rnatrizx, A = (dls) . Thqre are two degre
matrices defined for o dingreph (D), one is ocut dogroe matrix
(0a({D)), which hao only diagonal entries gdii’ indicating the
number of branches "going out"” or directed away from tho nodo i

The other matrix 1o in-deyree matrix (Id(D)) for graph (L).
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This matrix also hes disgonal entries ld,, indicating the

ii
nunber of branches "coming in" or directed towards the node i.

It is eavier to undorstand that 0d,, 16 the total number of

ii
non gere entrico ¢f tht row corresponding to node i, in (C).
n
(C4,, would have been = 1o Cyy where Cyy ucre either

1 or O 1f we had not attacked weights to the individunl

eletente).

Similarly, Idii for node 1 will be thLe totul number
of non-zero entries correvpinding to 1% column of cutrix (C)
e... Jjust beforc eliwmiiation, (0d) and (Ld) for network of

Fig. 5.1 will do

ol
<

(0d) 1 (fd) = 1 ee (5.7

C 1
L J - -

It is interesting to note that Id,, = 0 1f node 1 18 a

11
gource node and 0344 = 0 4if node 4 i n sirnk nodo.

The elements of wntrices {(0d) end (Id) will ke.p an
changing as the elimin tion procoeds. Finelly when oll 1n€er~
medinte nodes havo been eliminated there will be only onc entry
in {0d), for our example, 0dy =1, ths rcst of the entries will
be zero. The same applies to (ld), which will also have only one

entry Id 1.

44 =
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S3inco matrices (¢4} and {Id) have only dia;onal
entricg, 1t iz economicsl to find a simplor way of storing
ther in pomory. Jc can weke use of the column corresponding
to a courco nodo of (C) for storing the diagonal elewents of
(0d) and the row corrosponding to a sink node may b utilized
for storing the diagonal olcments of (I1d) bocuuse both these
colunn and row have .ero cntries throughout, always. Incidental
the clomont of (C, corrceponding to a sink or source entry will
nlwoys bs gero, thorcvfore overlapping of (Ud) and (Id) elements

Iad =

at tho corner 1o no problon becauso deink = source

.0 Fig; 5.1 uill hove (C) jJust before the elimination process.

2 0.93 0.86 c |
g = es e (518
1 U 8] 0.98
L_ 7 | 2 2

Ag 1e evident frow (%.8) we have beon able to savo a
lot of opace by combining the features of three motrices (C),
(0d) and (Id)}. It is also casier to find total number of non-
zoro entrico in any row and enter it in firet column of thet

row and vice ver.a.

It was pointed out carlier that the elimination Starts
with the node i that has Ldii = Idii = ., After ocliminating

nnd updating tho entrieuv of (), sgain we lock for the nude



that has in degree = out degreec = 1. %This goes on ¢ill all
such nodes have beun exhausted and finally the only entry in

(C) left will be that of ¢ K which will be the

souree, sin
total transmittance (reliabiiity) of the network. 'The changes
in (C) as nodes 2 ond 3 are cliwminated are presented in (5.9)

for the example unier discussion.

1 ¢ 0.9887 4]

¥ G C ¢

1 Y 0 0.98
0 1 1

. After node 2 is eliminated

= ]
1 - 4] v ¥ 0.9699
0 0 o 0 esr (5.9)
o c G 0
o 0 1

After node 3 is eliminated.

5622 ALICAITH . L0 Sdled ¢
The steps involved in the algorithm can be sunmeriged

a8 follows



5e¢2¢2¢1 Draw a diagraph for the network aséigning
broper direction to the elements, and numbers to the nodes

and elementse

52,242 From the data, a weighted connection matrix

is developed after combining the parallel elements across
any two nodes.

De242+¢3%3 Define Odi and Idi. for each node.

i i

De242%4 Elgminate the node k that has 0dy = Id, = 1.

k

5424245 Transfer the product Cliy ij to (i, Jj) entry
and modify the old Cyy entry using, | |

Gy mew = Gy  old + Gy Cp. _ Cyy old Gy Oy

Also make the ent?ies Cik = ij = 0 |

De242.6 Check whether all the intermediate nodes have
been eliminagted, if not, go to D.2.2.3 othersise, print out the

element C and Stop.

source,.sink
This algorithm has a unique adventage of being fast

and direct and requires minimum extra information or msmipulation.
All informations are contained in (C).

5,3 ALBORIPHM FOR RALIABILLTY SVATUATION OF A
FZOUCTINE NIT ORX USINY SYH T TLOHTIX THCATIQUS

Here another alsorithm for computing the reliability
of a reducible network is presented, The computer storage is
considerably reduced by numbering the nodes, in a special order
and by not storing the complete date, so it can handle large syste
53 el METHOD =

The numbering of the nodes of the graph is done manually‘
in lineagr order, that is, all the nodes which agre directed towsrds

node k are numbered less than k, @nd all the nodes which are



directed awosy from the node k are numbered greater than k. If
the reliability matrix (weighted connection matrix) of this
graph is formed, the lower diggonal and diagonal entries of this
matrix'will be zero. To save comnuter memory the upper diagonal
entries of this matrix sre stored in linear form . If i and J ar
the starting and finishing node of an edge respectively, the
entry in row i and colum j of the relisbility matrix is stored

in location m of the array R where,
m (i, 3) = (i=1) n 4+ § = (i(i + 1))/2 +eerve (5.10)

Therefore the memory requirement to store the
reliability matrix is n(n-1)/2.

If there gre J yparallel elements between g node
pair, there are J garmXk entries of that node pair. The total
number of rows in thé table will be equal To the number of elem-
ents in the system. All entries of array R are initiaglly set to
.ero. The manually prepared table is entered into the computer.
The location of the element corresponding to each row of the

.table in the array R is calculated by (D.10).

The reliability of the element is stored in the

location k with the help of the following relation.

Rk—Rk-i-I‘-Rk.I' R EEEE) (5.11))

This takes into account for any parallel elements

in the original network. The relisabllity matrix is now formed.



For furthédr reduction of the network, the indegrec
ard outdegree of o node {defined as number of edges into and oud
of the node respoctively) are calculated. The number of non-
zero entries in a column of the reliasbility matrix indicateo
the indegrec of the corresponding ncvde. Tho outdeogree of a
node 19 equal to the nunber of non-zoro entries in tiio corrogs-
ponding row of the reiiability matrix. The indegree¢ and out-

dogree of each nodo are stored in arrays I8, and OdJ reogpec-

i
tively. The nodes to be ecliminated first will be those whose
indegroe and outdegree is ome. Let k be puch o node, assune
it 18 connected to node 1 and J, tho entries of the nrray b
are modified by the followirny relation :
P—Ri2 . diS' i{ there is no élementlbetween

nede 1 and 3 (i.c. i, and 13 were &n sories)

i ess (5s12).

(1.0-, 12 ond 13 woere in puz‘allel) e (5-13}

whore 1, = a{i, J) e (5.14)
12 = m(i, k) e (5015)
13 E Sl(k,:’) X ‘5016)

sith the succeusivo reduction of such ncdes, tho
original network will reduce to o notwors having a 8ingle

olemont and tup rel.obility of this clement will be tho
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reliability of the network. If the network is not reducible,
the algorithm prints an error message. Step by step we can

describe the alsorithm ac follows.

S5.3.2 ALSUMITHE IT Bilus .

S.3s2+T Set array ﬁk(k = 1, 2 «o.. k) equal to ueroc.
S, .5 |

Set array 04, and Id; (L =1, ... n) egual to zero.

i

9 543.2.2 det k = 1
2 -
Q(q)S‘S.Z.Z.i Read data table, that is, i (starting node)

3 (finishing node), A ri{reliability of the eleuent

connectea between node i and node j). If i< §, sto)

with wessage "Lodes are wrongly numbered”.

Ib)5.342.2.2 Caloulute w by (5.10) and modify Hy with the

help of (5.%11 )

@(c) 5.32.2.3 If k€ L, oot k<— k + 1 and L0 to step 5.3.2.2.1

' 3 5-0 p203 tet 1 = 1
»0)5.B.2.3.1 et § -1 + 1
3(p)5.3.2.3.2 Caleulate m by (5.10). If 7 > O, set

0d1<—~ Odi + 1 and LGJ‘«J Idj + 1

5(6)5.3.2.3.3 If 1< (n~1) et i=—(1 ~ vt) an.d 0 to step 5.3.2.3%.
L4 5.%.2.4 dot 1 = 1

H(Q)s.s.z.a.t I La, # 1, g0 to Btep 5.3.2.4.3

L{¥.3.2.4.2 1f 1d; = 1, set k = 1 and go to step 5.

1/\(()5.3.4.3 i 4 2.( -1), stop. Ctheruise set L<—(1 + 1)

v ant 0 to Btep Sedeced.t /0999:}'/

CENTRAL LIBRARY UMIVERSITY of ROBRXEE
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vi

5¢%.2.5 3et L =1

s\0)5.3.2.5.1 Calculate 1, with the help of (5.15)

set 31 =1 If 31’77 0, Go to step 5.3.2.6

S195.312.5.2 1f 1 2k, stop. Otherwise set 1 =— (i + 1)

6
’

and o to step 5.3.2.5.1

5ov5.206 301, j. = k K 1
5.9.2.7 Set j, = 1 end Calculate iq by (5.16). If

Ri} > 0, go to step %.3.2.8.

Ue) supe2.7e1 if i> n, stop, otherwise set i —— (i + 1)

.

and &0 to Btep S¢3n207¢

S43.2.8 Calculate m, = n (3’ - 1) + I - (31 v $)}/2. If

R 47 0, modify b . with the holp of (5.13)

ml

set 0dd1<$~ 0631 - {1 and Idjz—@-1d32 - 1 and

g0 to next step. OUtheruwine modify Hii by (5.12).

5.P.2.9 Jet ﬂiz and ﬁ13 to zearo ond go to step S5.3.2.4.1.

Phe udventage of thic method is this that here the .

computation time is considerably reduceid by avoiding

(a) The scanning cf data table for combinin, parallel
connected elements.
and {(b) The calculation of indegre. mnd outdegree of each

" node after eliminating a series pode.



$.4 Al EFFICIENT ALGC ThHi FOR RLLIABILITY BVALULATIGH
USILG AUALYTLICaL ArbiGACH

Using the ideas of set theory a new technique is
introduced which allows the elimination of unwanted subsets
of T, {(¥irimal patp) itsolf, without the need of break up

each term into constitient states.

5 . 4 ' 1 E‘IET‘AXODJ

Systen success fuaction 3 is written es

S = T, U7

’ 2 LN UTm * s (5“?)

The aim 18 to roeurite 5 as 9(die) with all itu terme
mutually exclusive, The procedure for doing this becomee fast
if the paths are cnumerated in a way that the path having

fewest ra nches is liehed first end s0 son.

To select T?(dis) from Tz. we expand Tz about B1
(corresponding to a branch b,) which is contained in T, but

not conteined in TZ 8s

Low Af (TEB1)Cr1, (Tzn’) is dropped from further
‘consideration, because it is already included. Otherwice it
is further expanded atout B, and so op. If (Aé§1)(\ Ty = i" ’

(1, 'ﬁ,) 16 disjoint with i 1f howover, thie is not true,

1.
this subset also 1s further expanded about Bé and 80 on. UL1lti~

mately, we shall find sll subsets of Tz which are disjoint



with T,. Union of all these subsets is Tz(dia.)

HSimilarly, we find Ti(dia) for all i such that
T, (dis) 7 = ¢ for all j< i. This step is fastest if we
first expand Ti about a vet corresponding to that branch which
has occurred most often in carlier paths. Then, 3{(dis) is

given as

1

Relinbility expreesion then immediately follows :

5.4.2 ALGURLTH: IN BiL.@

The above steps can be organised in the form of

an algorithm as :

5.4.2.1 arite 2 Boolean_expressLOn for o

—p
5.4.2.2 Define an n  diwensionsl vector o, (L =1, 2, «oo m)
Corresponding to Ti such that k%h element of this vector is 1,

1t that particular branch b, is contained in TL' andeothdrwise.

. Y —
5.4.2.3 Define anotiner vector vd which adde up all previous b,
Vj = Z_’ bi; j.' 3 = !, 2, see

e

Ny
5.4.2.4 Lot 4 = 2

, B

5.4.2.5 1f therec are any non-gero entrircs in Vi
-

Corresponding to zero entries, in E,, record their positions

;?’

1 Let these be

in order of their nascending magnitude in
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)

k1, K, eeo kr. This ordering helps in getting the minimum

2
expression fast, as already explained.

) .

1 and Li
—em 3~

This corresponds to expgnding T,.about k,. Ei(k1) and b

are formed by replacing ¢ in position k1 in &

— —
5.4.2.6 Decompose .. in two components Ei(k (k1)v

L&)

" by 1 and =1

respectively. If“E;'(kt) containsg 1's in all those positions
—>=
o
DO« FED from further analysis because it is already included

where there have becn 1's in éggA (3 < 1), then—j:(k') is
—_ ,

in a previous path. It “i(Ki) contains -1 in any position

wvhere there io 1 in §; for gg; i<, thenu§:(§1) is RETAILRED

"as a disjoint subset. If‘g;(k1) is not dropped and/or if

iﬁl(ET) is not retained, then there are further decoﬁpesed

abouat k2 and 80 onj; carrying out the d;opping and retaining

tests at each step. Union o6f the retained componentis of

—

» )
bi is Li(gis).

5"402-7 Repea‘h ﬁtﬁps 504-205 & 504-2-6 for i = 3; ,4 ses It

5.412.8 chrite 3 a8 3

S(aie) = 2, U 2,(d1s) ... U ’i‘m(dis)

5.4.2.9 Change the Booclean variables x and X to reliability.
Variables p, and gy ; change (U) in Booléan expression to (+)

in algebraic expresuion to get the reliadility expressiorn.



- In this way we have discussed four methods fur
assisting for the calculation of Heliability of a system.
Yhe computer codes for all these methods huve becn developed.
Computer Code fLor onc ¢of the methoed 1is run on T2C-312 and
for all the wetuuds the Cow,uter Codes are run on LB, 1620
for tue systenm, shown in block disgram %.1. The rerults
along with computer codep are appended in appendices froom

I to V.
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COHCLUUIGHKY

The most important aspect of cysten reliability

dincipline have boen extenvively stuiied. This aspect is @

dysten reliobility Evaluation

Existing relisbility evsluation technigues applicablae
to genoral systems have been critically studied. Jame exampla'
has been solved by oall *he methods for bringing conforuity of
fesults and a meaningful corparison of the tachhiquea. apart
from the complexity of techniques, final ddrived reliabdbility
expresaion differs in comﬁlaxity in different caseé. Computa=—-
tional time raquired for the numerical evaluation of this
raliability expression and absclute error in the final result

is aleo conpared for each method.

Based on these nethods one xmethod for evaluation
of mineral success path end winimal cuts. is discussed in
details. Aloo a computer code in Forge for the said method
is developed. %The complete computer code alongwith the results
obtained for the s8ystem shown in ¥Flg. “.!' is appended in

Appendix 1.

Based on the properties of diagraphe o technique for
tho reliabilit, cvaluation of redundant network isc discuseed,

Aleo a computer code in Forgo im developed for the said



technique, which is tested on IEI-1620 for the system shown
in Fig. 5.1. The coumputer code along with result is appended

in Arpendix II.

Another method for reliability evaluation using sparse
matrix techrnique is discussed. This method has advantage over
previous method that here only non zerb entries of the
connection matrix is stored, thbus: saving computer memory
locations. For this method the computer Codes for TDC-312 and
IBM 1620 are developed and these are run for the system of
Fig. 5.1« The computer code for TDC-312 alongwith the result
is appended in appendix III'and computer code for IBM-1620 alon

with the result is appended in appendix IV.

For a general system a successful attempt is made for
the analytic specification of the reliability expression using
the concepts of set theory. In this technique, each term of
aystem success function is treated as a set and is broken into
a few subsets. Some of these subsets may be dropped as these
are completely contained in other sets ¢of the success function.
Remaining subsets may bve retained as these ére disjoint with
other sets. A union of retained subsets is the disjoint
portion of that term of success function. Thus, it is possibl
to write system success function in a way that all its terms
are mutually disjoint without a breakup into all success states
The method is organised in the form of an algorithm which is

very simple and easily computerizable. The computer code for



this method i developced for IRi~1620, in iforgo end it has
been successfully run for the system shown in ¥Fig. 5.1.
Appeniix V shows the computer code for this method along

with the results obtained from conputer run.

Thece methodu as discussed akove will be of great
help for the evaluation of the reliability of complicated

systend.
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APELRLIA - L N

€ ANALYSIS OF BINIMAL SUCCESS PATHS AND CUT SETS SuSHIL BeiteEel.
DIMENSION IP{1010021C (102300 JUNLLGI»I8t10)s BOUNDILID)
DIMENSION PROB(IOI»IO(2030ITABLI30s0»IPREDCLD10)ITACTILLO)
DIMENSION INCOE(10+10)
1 READ1LS5GO N
ZERO ARRAYS
DO&KO1LI»1910
IVatI)=su
iot13=0
BOUNDT ) 1=040
PROBL 130,40
DD401J=1510
ICCIe J)=0
401 IPlJrl %0
READ 151Ue(PROBIINsI=leNI+EPSIL
PUNCH1000 9N {1sPROBI1)sIslsN}
DO100Im]lqe10
DOl00JS=1+10
100 1IPi1+J3=0
JB=sel
D01043=1+J48
READ1IC2»IACTEL]LY
DO10&TI=]l sl
READIUZY IPREDCI 11
LL=TACTI(L)
104 ITABLALLLIII=IPREDL]»11)
J=ul :
Kp=}
IP{ls1)n25
106 Jxjed
KiCs0
ICOKRT=0
D01281=1+NP
IF1IPL19J~133107+107+108
107 KICsKIC+1l .
GO 1O 128
108 KalPiisJd~1}
' He=]
o IPEIeJImITABLIK M)
v 309 HsMe] ’
: - IFLITABLIKyM) 111393284111
113 ICONTeICONT+1
© KBC=HP+ICONT
JL= j-1
DO112KKw=]14Ji.
112 IPIKBC»KKImiP(] XK}
IPLKBCsJImITABL (Ko}
G0 70 109
128 CONTINUE
IFIKIC-NP)113s1140210
113 NPsNP+ICONT
GO T0 106
115 PURCH1O010sNP
DO450 =) oNP
DO400J=1510
400 JUNtJ)=0



00430110
K=lPllsJd)
IFIK3I43024309410
410 JIFtK=25)42004304430
420 1UNiIK)=l
430 CONTINUE
PO440I=] 410
4640 IP{lsJdielUNLI)
450 CONTINUE
OO4IsloNP
A=0
DO3JmlsN .
IFLIP( L2051 393e2
2 Kef+l
1I0iK )=y
3 CONTINVE
PUNCH1020s [otIC(J)vd»]ekK)
% CONT INUVE
#4% DETERMINE SYSYEW CUTS
#&% CHECK FOR SINGLE ELEMENRY CUTS
K=l .
D030Jm] N
DOZOIs kP
IFLIPEI o) )30230220
20 CONTINUE
IC{KeJi=]
K=uiel
30 CONTINUE
C . wwn CHECK FOR DUUDLE ELEMENT (VTS
NisnN~-1
IFLNL1)5T1s5T7)1e3]
31 O0901=1sN1
il=j+1
DO90J=I L oN
1ouMs=(
DO4LOL =12 HP
IFLIPIL» 11601 +5029801
602 IFLIP{L+J)IG60L19g0Ie60]
601 ITICK=}
o0 TO 704
603 ITICK=0
704 IDUMeDUM+ITICK
40 CONTINUE
' iFLIDUMN=NP } 905090
50 ICtKel )]
IC{Ks )=}
Ki=K~1
IFLK13T1sT1952
51 O00TOLs ] eK]
IDUN=0
JDUMe)
DO6OMe]l e N
IFLICIKIM) 260426054604
804 JFPCICILOMIIE0605050606
605 ITICK=0
GO TO 607
606 ITICK=]

no

=
ne



| SR

607 IDUKSIDUNHITICK Coos T
JOURBJDUKSIC L e)

80 CONT INVE
iFiiaﬂx*JDBﬁifﬂgSOU?ﬁ

70 CORTIRVE

11 fukel
GO 10 98
80 ICEKe1)me
ICtKs J) =0

o0 CGHY ENUE
*2#2CHECK FOR TRIPLE ELENENT CUTS THAT ARE MINIMAL
NZ®¥N=2
IFLH235 71057095}
91 COL80 =3 a2
Ii=}l+1
POIBCJ= 1Nl
12n.is)
O0LaGL=] 2N
IDUR=y
DOL20Me L sivP
IFLIPEM 13 3808+80% 808
609 IFLIPINsJIIGUE4100608
$10 IF(KPIKQk)!éO&Q&Il.iOB
608 ITICk=])
GO 7O $12
611 ITiCKksQ
612 IDUR=IDUMSITICK
120 CONTINUE
WFLIOUR~-RP 1804130180
130 O013811=1.R
135 ICIKs11)»0
ICINel)>]
IC{KkeJ) =]
ICEEsL )]
Kisgm]l
iF!ﬁiil?lti?isiSl
131 O0170M= 1K}
IDUM=0
JDUM=
DOl =N
IFLICER1I13613,614+513
613 IFLICIK»1J31615,56104615
lé ITICK=Q
Q3 1O 616
418 ITICK=}
616 IDUmsIDUREITICK
i JDUReIDURSICIMNITJ)
A0 CORTIRUE
IFLIDUM~IDUNILI TS 150170
150 ICtK21l)n0
I W32 17)
ICiksL)u0
GQ 1O 189
176 CONTINUE
175 Keke}
380 <CONTINUE
P ALL MIKIBAL CUTS OF THIRID GEDER OR LE&& HAVE BEEG DETERNINI
57T NCug~}
PUBCH 10BGINC
60 199 1=1.KC



el
DOL90 Jm)lsN
IFLICLL»J)3190»3502285
185 L=si+)
- 101} =J
319G CONYINUE

PURNCH 1020 9104101 J)ed=1eX)
195 CONTINUE
1500 FORMAT (1015}
1510 FORNATIBELU.4)
102 FORMATLGIS5)
1000 FORMATU/ T3 CIRCWLIT CONTALINSeI399H ELEMERTS/11X»8H ELEMENTs

115X5124 PROBABILITY/11XsTH NUMBERSISKXs11H OF SUCCESS/UI15sF 26041}
1010 FORMATI(17Xe26M TIE SEVS OR SUCCESS PATHS13/12Xe5H PATHs154s

1i6H ELEMENT NUMBERS/S)
1020 FORMATI115¢8K+515%
1030 FORMATLITX»OM CuT SETSsI37120+8H CUT SETs15Xs

116 ELEMENT NUMBERS/Z)

STOP
END

5 .
«P300E Q0 L8600E OU ,9200E U0 L9%00E Q0 L9800E 00 +100GE-D3
1
-1

1
COoOVVOOPUNUOALDOMPOOOOMPWOOOOMNOOOOD

N
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£ ¢ ANALYS1S OF MINIRAL SUCCESS PATHE ARD CUT SETS SUSHIL GeieEels
PROGRAM ACCEPTEDL 38930 564620 58509 2%999

CIRCULY CORTAINS 5 ELEmENTYS

ELEMERTY PROBABILITY
NUMBER OF SUCCESS
i + 9300
4 + 8600
3 « 9200
& + 9500
5 « 5860
TIE SETS OR SUCCESS PATHS 3
PalH ELEMENT BUMBERS
i 2 5
2 i 3 5
3 i & 5
CUT SETE 3
CUT SET ELEMENT MNUMBERS
b3 5
2 ; § Fd
3 2 3 4

o SYIOP END AT S¢ 1030 + 01 Le £
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C € HAIN PROGRAM SyUSHIL BeHeEelLe

A0
20

14
15

DIMENSIGN IR{10)3UK1201sPE30)»CE10+10)
READID»RNoeNE

FORMAT{213}

READZO» LIK(IJodg{issPtIdelntaNE)
FORMATIS{212+F 10663}
OOLlI=1 9NN
DO1Jm1s NN
Ct lpJ!UO.O
S
fleNK~}

DO211=]sN1
DO3J1lsJisNl

PO, -

00 13 I=m]oNE
IFCIR(I) 11139340l
IFCJKLI)-JS)1013e15913

Pl2apiis
IK(1)=0

JRi{1)=0

QO=2] 4=~P0O

POsPO+QORAP ]2
CONTINUE
ClllsJli=Cillnjl)ePO
Jdw i+l
CONTINUE
PUNCH 3008{ClIoJ)sJdsioliN)nln]sfiN)
HNZapN~-2
DOBNM= X N2

Ko}l

U0 21 I=1eN1

Mol

DO 22 J=2eKN
IF{Ct 1943323922423

23 M=M+l
22 CONTIRUE

Clisl)mpM

21 CONRTINUE

61
3

%1
81
91
71
60
il
50

40

00 41 J=2NN
Lui)
D051 f=leN)
IFlCllrJllﬁlel.&l
Lai e}l
CONTY IRUE
CIRNeJ)my
CORT INUE
PO 71 1=2.41
IFICiIol)=14171,81eT2)
IFICINNSII=1407199147}
Ks]
CONT INUE
IFtK~119e9s11
PUNCHB0
FORMAT(24H NO SERIES PARALLEL CASE)
GO 10 12
PUNCit 50
FORMAT(26H MATRIX BIFORE ELIMINATION}
PUNCHSOO((Cilad}.J‘ioMﬁ’vi‘Iiﬂ“i
PUNCHGO oK

FORMATS25H NODE TO BE ELININATED 1S+16)

06



BO4I=leN]1
IFLCt1 oK) )5 54958

4 CONTINUE

5 IX=1
DO6J=2 9 NR
IFICIK9 )T 0697

& CORTINUE

7 JX=g

CXCLIXARINC LK gX)

CiIXrJXiﬂ€XOC(lx;JKl*(ls‘ﬁxi

CLIXsK )™ 040
ClKs X ) =00

8 CONTIRUE
PUNCHIIsCl1snN)
GO 1O 232

31 FORMAT(2Z27H RELIABILITY OF THE SY&?EﬁﬂQF10063
} ¥ PUNCH 30s1(CIi s 3)ednloNlidelwiqohN)

30 FORMAT(6F1046)

32 stop
END
4 5
12 +93 13 «86

23

»92

€ € MAIN PROGRAM BSySHIL BeHeEele

PROGRAM ACCEPTEDZ

0.,000000 ¢ 930000 + 860000
+«9S6000 0000000 04000800
04000000 064000000 0,000600
MATRIX BEFORE ELIMINATION
24000000 »+ 930000 «836G0C00
«9960G00 04000G00 140000L0
04000000 14000000 26000000
NODE TO BE ELIMINATED IS5 &
MATRIX BEFORE ELIMINATION
1.000800 04000000 «DIBOLETY
0000000 0000000 1000000
O0.0U0G09 §4.000000 10000600
NODE YO BE ELIMINAYED 15 3
RELIABILITY OF THE SYSTENMs

36930 43230

0« G00000
0000000
04000000

C«UGOO0D
06000000
1000000

04000000
0«0G0000
14040000

+ 969886

0 STOP END AT Se 0032 + 00 Le 2

23
59129

04000000
0+000000

1006000

0L000000

C«000000
0+000000

*95

3 4
59999

O« 0000060
« 986000

G«GO0000
+ 980000

Qs200000
+980000



3

10

20:

21
298

30:

40
S5Cs
60:
70:
601

90:

1.0

105:
110:

APPLHDIX = I

[etemst

4444444

AubLaABILITY LVALULRLICH CF 3k.f.d PARALLLL 3YSTE..

DliicaJdiv. 4(16), IC(4), IR(4)
RizaD Lidyilu

Nismili=1

;‘2=uh‘-z

Lad={la*a1}/2

BLiGLl=1, L

»‘(1)3000

CONTINUG

14(I)=0

16(1)=0

CuLLLdUn

DO30UL=1,§i

Hond LI, [Jd, oo

IF(LT - BJ)25, 21, 21

WiATE 44

GC TO 180

Iiu = (LI-1)%. + IJd = (IL + 1))/2
R(IND) = R (1il) + AR - R(INLD) * RU
COWTIAUE .

£OS00L =I1, N

It =1+ 1

DOsOd = LY, LY :

D = (I-1)% .5+ d - (I + 1))/2
Ir (R{11!D))4C, 50, 40

in (I) = Id (i) + 1

Ie(d) = IC (J) + 1

CONTL. Uk

L =0

BC90IL = 1, &l :

i (I&)I) - 1) 96, 70, 90

Ir (Lo(l) -~ 1) 90, 80, 90U

h = 4

Wilie 61, k

G4 TO 100

cuLl iU

tlTh 51

Gu TG 180

DUIOﬁI = 1, u‘

iD= (L = 1) * oo o= (I3(I+1))/2
il =1

I.(a(L.i0) )10, 1065, 110

CORT LWL

I% = LD

1 = K + 1

01201 = ul,

Jd = I

I = (i=1) * o + 1 = {i.%(h + V})/2
IP T L, L, 130, 120, 13 .



120
1303

1403
15C:

160

1703
31
41:
5%
61
180:

4 512

C: C

y

9CDE T0
NOD. TO

\\\\\

CONT1RUB
Jl = 130

72 = R(I1) = 1 (J1)

IKD = (I1=1) * iy + JJ - (II * (1L + 1)/2
IP{R(IND)150, 140, 150

R{LLD) = 23

al TC 160

R(I#D) = «{InD) + 5. = R(IND) * 27,

IR(II) = /(L) - 1 |

IC(Jd) = IC(Jdd) = 1

R(I1) = 0.

IF(IL - LW2)60, 2 170, 170

pKITE 31, R(N1)

POdMAT(/, 'SYSTE. RKuLIABILITY = *, E)

7054a2(/, 'NOUDwJ LRL :MCLGLY RUMBLRLD')

FGRMAT(/, 'SY3The: Ead KOELGESIIS iafallblL SPRUCTuKL')
SGrMAT(/, "4l PO DL SLINILATEL', 1)

STOx

END

L9313 .86 23 .92 2 3 .95 3 4 .98
RELIGBILIVMY LVaoiw. oIl OF 3JERILS raRALLoL SY3T2.

BE LLINLL.LD. 42
BE ELINILALTLT3

SYJ0eM RELIABILITY = 9.6988564-1

K4



10

20

2}
25
30

40
50
60
70

80

20

100

108
110

APRPENDIE -~ IV

KELISILITY EVALUATION OF SERIES PARALLEL SYSTEM SUSHIL BeHeEek«
DIRERSION RI300)1CE3uIeiR(30)

READ 1000sNNeNL

HN=NUMBER OF RODES+RLWNUNBER OF ELEMENTS

Hi=NN-1

N2=titt-2

JNRm{NNON1Y /2

DD1O1I=ls INR

Ri1I)=0s0

D020 =] o NN

IRt13a0

Ictl)=0

DO3GI=1eNL

READZUGO I IslJeRR

1I1sSTARTING NOOpelJ=F INISHING ﬁﬂﬁﬁoﬁalﬁﬂLiﬁsiLZTY OF ELEMENT CO

BETWEEN 1] AND $J NODES

IFt11~1J4329921921

PUNCHACDD

GD 7O 180

IRD=L I =1 )uRNelg~t T IR EL1e)} 372
REINDI=RCINDI4RR~RIIRDI SRR
CONT JHUE

CALCULATE INDEGREE AND CUTDEGREE QF EACH NODE
DOSUI=]Ish]

jIi=ie}

POSQJ=] ] oNR

IND=i [~ ) #NN+ I~ 1812103 /2
IFERTINDININ0O50,40
IRLI)=IR1])+]

IC{I)sICiSie]

CONT FHUE

FIND THE NODE K TO BE ELIMINATED
IiL=0

DOSUI=1leNN

IFCIRLINI=1390eT0e50
IFLICIII~1190s80990

K=l

PUNCHGEUCD 9K

GO Y0 100

CONT INUE

PUNCHSOGU

GO YO 180

ELIMINATE THE KTH NODE AND MODIFY THE ARRAY R
00 105 i=lsil

INDe{ J~1)®NN+K~(I®{I*1))/2
1I=]

IFER{INDIIIAOS 1052110

COMNTINUE

Il=IND

Ki=K+l

00120 1=sK1eNN

JIim]
IND={K=] o Rel~(KRI{Ke])) /2
IFARLIND) 113001200130



120 <€ONTINGE : | S—

130 J1=1ND -
ZZ=R{11)*RE L}
IND=( L I~11NN+J =41 1% 411423372
IF(R(INDII15001405150

140 REINDI®2Z

GO TO 160

150 RUINDI=R(INDI+ZZ~R1INDI®ZZ
IR{EII=IREEII=1
IC(JmICid=d

160 R{ll}m0e0

RdL)nUe0

IRIK)=0

iICiK) =0

fa=lLeld

IFLIL-N2)60170,170
270 PUNGHIOUUSRINL)
3000 FORMATL2IS5)
2000 FORMATIZ2159F 105}
3000 FORMATIIUXZUH SYSTEXR RELIABILITY=aF 1046}
4000 FORMAT(2TH NODES ARE WRONGLY NVUMBERED)
5000 FORMAT (301 SYSTEM MAS NONSERICS PARALLEL STRUGTURE)
6000 FORMAT{10X»25H%aN0DE TO BE ELIMINATED®#9]5)

180 SYIOP
END
& s
3 2 « 93
1 3 «86
2 3 923
¥ 3 95
3 5 =98
€ RELIBILITY EVALUATION OF SERIES PARALLEL SYSTEM SUSHIL BeHeEel
PROGRAM ACCEPTEDZE 36530 45599 59239 55999

#®NODE TO GE EMIMINATED®® 2

#SNODE TO Eg ELIMINATZOW® 3

SYSTEM RELIABILITY=  L,969886
STOP END AT 5. 0180 + 00 L. Z



0
11

} ¥4
13

91
14

15
16

17

22
23

73
51

52
53
59

59
56
24
23

26

APPEL DI & =~ ¥

RELIABILITY EVALUATIOH SUSHIL BeHeEeke
DIMENSION L EIIO:IOIokillﬁilﬂitﬂﬁilﬁli&PilQiiKLilG)iﬂ&llBl
DIMENSIONR MB{10,103 s MBL10)2L0BI10:10)+RRI10)
LEC(TsJ)oMATRIX OF PATH
NE=NUMBER OF ELEMENTSoNP=RUMBER OF PATHS
READ1IORESNP

FORMAT (2151}
READI1ILs{ALECIv o JdmleNE)p InleNP)
FORMAT13012)

DOL2I=1eNP

DO12J=leNE

LTtLeJim0

DO12Ksle]

LT U193l TiIsJi4LE(RS D)

PUliCH1D

FORMATL IO RETAIN TH18 VECTOR)
DO 91JslelE

1G6=1

LOBLLIGsJImLELY s )}
PUNCHLL s (LOBIIGsJ s Je=1lelE)
FORMATL 1015} ’

D02341=2e13P

LAT=0

PAT=1

PR =0

DOLTJIBLHHE

IFCLEL )1 7015917
EFILT e ) 161716

FPRaNPRe1

KKEMPRI=LTLL ¢ 0}

KP{MPR)=oJ

CONTINUE

D=1

HOK=}

BOZ2JAs]l o lNE

HALJAI=LEL{ 1o JA)
EBIMAT e JAISLEL L4 4A)

KT=akPtid)

HALKTYS)

POIMAT s T =]

RDefiD+]

IFLND~MPRIS 1951459 i
iD=l-1

KXN=0

DO 55L=1»10

0053K=]1 s NE

IFCLE(LIKI=1153952253
EFIMACK)I=1)55953+55

CONTINUE

tikfie}

GO TO 56

CONT INVE

IF(NEN=1)24026024

MAT=1ATel

DO25KR= 1 oNE

HUBLUAT s MR o3A R

60 To 23

PUNCH2T




27
20
9

03
61

62
63
64
65
66
67
30
31

101
32
92
238

93

95
97

96
LA

98

S

FCRIATALTH DROP THIS VECTOR)
PUNCHL14» (BALER) y iK1 sNE )
LAT=LAT+) '
DO29LR=1 o NE
JABELRISHBILAYSLR)
HDE=NDK+1
IFINDK-KPRIGLIsL b0
iR=}=-1 :
=0
DOGSLsl» IR
DOGGKe L o NE
IFLJUHBIRJ+1)6860820064
IFCLELLsE)=]1 3186463408
GO TO 6%
CONT INUE
80 T0 &7
CONTINUE
sl

IFLEPII=1330932e30
MAToATH]
DUBILK=) oiE
HALLKI=JMBLLK)
BB LMAT 2L K ) JBBILK)
PUNCH 101
FORMAT(9H CONTINUE)
PUNCHIS o {MALLK) LEK=2]sNE)
HD=HDK
GO TO 23
PUNCHLZ

1G=1G6+1
DO92LP =] oNE
LOBLIGLPY)SIMBILPS
PUNCH14» (LODIIG,LPJsL.P=lsNE)
IFILAT-0ATIZ2092540234
CONTINUE
RR=RELIABILITY OF THE CLERENTsRe3VSTEM RELIAGILITY
READ 93+ IRRIKRIJRR=1sNRED
FORMATL{GF 1046}
Red el

DOVSULT=Y 416G
SUM=le0
D0 96 UT=1lsHE
IF{LOBIRLT KT 195996297
SUieSUMel 1e O~RR(KT))

GO TO 96
SUMeSURYRRIKT)
CONT INUE
RuR+S5UK
PUNCH 90sR
FORNMATC20H SYSTEM RELIABILITY=sF10,6)
STOP
END

3

01001101 01310011
93 86 92 «¥5 298
C € REVIABILITY EVALUATION SUSHIL BeHeEels

‘‘‘‘‘‘‘



- 74
PROGRAN ACCEPYED2 36930 47770 58889 5999% - - -~ -

RETAIN THIS VECTOR

-1 0 } 3
DROP THIS VECTOR
1 =1 b 3 i
RETAIN TH1S VECTOR
i -1 -3 i i
SYSTER RELIABILITY= « 569886
0 STOP END AT S5e 098 ¢ 01 Le Z

4 1 ¢ 2 1
DROP THIS VECTOR
1 X i 0 1
RETAIN THI3 VECTOR
1 =1 i 0 i
DROP THIS VECTIOR
1 1 g 1 i
CONTINUE
i
i
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