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A r J T tL ,. C T 

In the present dissertation, reliability and 

the various terms associated with it are discussed, then 

various existing methods of reliability evaluation are 
discussed and compared. 

Also the computer progra es for four of the 

existing methods are modified and run on T.,1. G. 312 and 

IBii 1620 computers. The results of each computer run 

alon ,with the programme listings are appended in the 
appendices. 
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17! U C. T T U .1i 

In the past reliability has been recoCnieed only uv 

a qualitative aspect. can ,sneering systems earlier were uo 

simple that an acute need for quantitative study of relia-

bility was not felt. Reliability ae a preaz;intj need was 

recognised only after Second i4orld . ar, when several studies 

revealed some startling reoult. , which served as an impetus 

for further investigations. dow, reliability has become a 

recoGni zed en ;tnoeris. ; discipline, with its own method, 

proce+ ures, anti technijues. 	ht,,h de ree of reliability 

is an absolute necessity when dealing with modern complex 

eyete-. such as space a.iesion and Air Craft .yete€ e. In 

such systems, the failure of a part or component reaulte not 

only in the lose of the failed item but most often results in 

the loss of some lur er aooert Lly or system, o i which it is 

a part. The reliability, of ouch costly and sophisticated 

yateme has to be ea,.ured before these are actually corer. i.- 

88 toned. 

The rioot accepted definition for cioliaLility 

is .1 "It is the probability that a device will operate Oatis- 

factorily for , iven .( riod of tie in it..i into ,de. applict- 

tion". The .ord "device" in this uef ini t ton cuy mean 

component, block, eubnyete. , e4uipuent, or complete &,ete„. 



in ; particular appli.cntion. The definition includou the 

terms "probability", which indicato:j the two of a 4u titrtivo 

measure for reliability. In aditior, to the probabiliotic as poc 

the definition nvolveo th.rfo other conaidorationo ; t*$atiafac_ 

tort' operation, lcn ,th of time, and intended application". 

There hay to be a definition of what conetitutoo a 

catisfaetory operation. Certainly, an aquipra,ent doee not 

nec000arily h tvo to be totally inoperative for it to be uneutic-

factory. "ghat conetitxto ontiefactory porforwanco ? '1 hau 

to be defined for a aoaningful measure of the reliability. 

The ler~..th of tiro of o er°at,ion is more definitive. 
A mission to defined au cuverind aok.e opocifie lont th of time. 

The last cunoideration, intended application, .0 at aloe 

be a part of tie reliability definition. ny 04u.ipmont is 
deaidcod to operate in a given manner under particular cote 

of conditiono. iheco include environmental conditions (tempe-

rature, pre:3aurc, hu .idtt, accelorctti.on, vibration, ukzock, 

acoustic noise etc.) and o .oration co sdit,iono (voltao, current 

torque, and corrosive atmos.hero etc.) which will be encountere 

in manufacturirtr,, transportation, stora a and. use. 

r; well deoirnod, ud on ;inecrod thoroughly tested, 

and properly aviintainod equipraunt should never fziil in operatic 

However, ox,perienco uhowe tb t even the boat design, manufac-

turinj, and mnintor ance efforts do not completely eliminate 



the occurrence of failurac. Reliability die tin ;uiehen three 

oh€sracteris*.:ic types of failures which may be inherent in the 

equipment and occur without any fault on the part of the operat 

First, there are 'early failures', which occur early 

in the life of an equipment and in t most cases result from 

poor manufacturing and quality control. techniques. «uch. 

failures can be eliminated by "debugging" process and are not 

considered in this study. 

Jecondly, there are "wear out failures", which are 

caused by the we grout of parts. These failures are a sy r.pto:n 

of component aging. To avoid those failures, the rr.rto of an 

equipment are denied for a longer life than the intended life 

of the equipment. 

Thirdly, thers  are so—called "Chance failures" which 

are caused by sudden stress accumulations beyond th.c d , ; 3i.gr 

strength of the co =;ponent. These failure3 occur at random 

intervals, irregularly and unexpectedly. Those are most common 

types of tailurej durint; the useful operational life of an 

equipment. Therefor., nazimurc attention in the reliability 

literature has been ;,riven to these "Chance" or I`cctastrophic;" 

failures. 

Use of this probabilistic definition of reliability, 

helk,s in aeterwinin, , at ;. oot , the reliability of very sin►ple 

components. Tut relinbihity enginecring has its domain 

much beyond this. it prior knowledge of the reliability of 



any complex equipment or system is nec©suary oven boforc it is 

put to actual. operation. Probability, though itself a stctie-

tical concept, has an exactmathematics governing; it. }ence, 

to evaluate the rcliabillty of a syotc , whatsoever complex, al 

we need is to know the roli.abilitics of basic cor ponento bu±l(li 

the system and the or eratianal relationship of these components 

in building up the eyoto--. This operational relationship is 

dopictod throuh the use of reliability block dia, rams, also 

called ao lo6ic dieir=e. 

System reliability evaluation depends on the type of 
reliability block Jia#Srs m. .$hiie in the case of series 

parallel netuorko, It is a simple matter to evaluate the oyster:. 

reliability; such an evaluation may be quite involved in the 

cane of non-series parallel net; orko. Most of the cxioting 

methods for vao roliability evaluation of those syotec►:s, u iich 

result in non-series parallel reliability block dia,gr: me are 

discusaci in next chaptoi. The methods are illustrated with 

examples and a critical cor-panieon of these r ethod is also gi.v 

in that chapter. it is observed from a survey of those c:ethodo 

that there dogs not exist a simple reliability evaluation 

technique which can be easily computerized and results into a 
simple reliability expression. 
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l ;.plM ICNJ Ttt jJA~ T F1) .1TH LLA A.Ll"i- Y 

Sore of the definitions which are frequently used. in 

Reliability Jtudios are discussed below s 

2. 1 	LIABI 44T BLOCK OORJA,' t 

A block di ram which depicts the operational relation-

ship of various elements in a physical syetert, as re ards the 

success of the overall system, its called Reliability Block 

Diagram. while the system diagram depicts the physical 

relationship of t e system elements, the reliability block 

diagram shows the functional relationship and indicates which 

elements must opdrate successfully for the system to accorphist: 

its intended funct Lou. ¶ he function which is perfori»ed may be 

the simple action of a switch which opens or cloeea a circuit 

or uuay be a very complex activity such as the uidanc of a 

eV ace craft. 

2.2 3k LZ1 1 +f~ l .&ULi1..L ita-~~JI.tiB.i.L111 .7 LOCK _~ f►GRrsta i 

wo blocks in a block diagram are shown in series if 

the .failure of eith r of them rc su.lts in system failure. In a 

eerioo block diajram of max y blocks (e.g. Fig. 2.1 ), it is 

imperative that all the blocks lust operate succeeefully for 

eyete success. 

Similarly, two blocks are shown in parul3.el in the 

block diagram, if the success .f either of theez results in 
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System success. In a parallel block ciisram of many blocks 

(e.c;. 'it. 2.2), ouccoar~ful operation of any one or more blocks 

ensures eystda► uccesu. 

.t block diaijrw., in which both i the above connections 

are used, is termed as series parallel block i,tai ram. 	cloocl~ 

related structure is an r out of K struoturea, Such a block 

4iara represents a system of K copunente in which any r rust 

be good for syete to operate successfully. 	simple oxamlle 

of such a type of system is a piece of stranded.Mriro with P 

str :ads in which at least r are nocesoury to pass th required 

current. such a block diagram can not be recognized without a 

description inscribed on it (as in F j.G. 2.3). Parallel relia-

bility block aiaerem can be described as a special case of thy.; 

type with r equal to unity. 

2.3 	 iii'# .l)jji1 Lr.0 LL( ~rK DL QRA .. 

A block dlr rat, which can not be completely described. 

through- series or parallel operational relationshipo, is called 

a non-serico parallel block dia ,ram. soot of the physical syste 

result into a non-series parallel blocks diA:,£,,rsa. .i typical 

non-sense parallel block diagram is shown in :'ig. 2.4. 

2.4 I3_ 

~. component in a physical oyetem is shown as a ee rent 

in the reliability block diagram, which is called Branch. If 

branch in the block diagrwi. can be traversed in one direction 
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only, the correaponding branch is ca .led dirocted branch 

and Its direction is indicated by an arrow on the block diagram. 

If, however, the branch can be traversed in oitbcr direction, 

then it, is called an undirected branch. Lo arrow is placed on 

such a branch. In 	2.4, t nthee a t b, c, f, , and h are 

directed branched ihilo branches d and a are undirected branck 

.5 I 	: 

Intcrconnoction of two or more branches is called a 

f,..do. ft nude, which has all branches incident from it, Is c Ui.1 

.Jourcc ter input nodo a.d a node which has all branches incident 

upon it, to called sink or out- ut node. in the die::.n of 

. iC. 2.4, node nI La in- t node while node n2 is output node. 

2.6 	y 1 

path is a scu:..ncc o: branc ce of t:.e roliability 

block diagram from input node to output nodc. such that the 

oucceodin ; node of any branch is the cane as pregedin node of 

the net branch. 41 ainizal path is one which satiofies lhd 

above property but no subset of this set of branches satisfies 

the came. Term "tie eat" is also used interchangeably with 

path. In the diagram. of F'LU. 2.4, some of the tics sate are 

abe, a+ h, fgh and ad oo. 

2.7 Gu 

A Cut act is a sot of branches which when cut trill not 

allow any path from input node to output node. 1 minim.~i cut a, 
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is one which oatiofieo this property but no subset of this has 

thiv property. In the diagram of Fi, . 2,4, some of the cut act 

are s bdf, cee, :adec and beh. 

2. 	FAO .1 GLrii e 

Flou graph is a weighted Graph eorrespondtncorresponding to the 

reliability block dtaZ;ram, In which weight of each branch is 

the reliability of the corresponding block in reliability block 

diajram. In a flow raph, every branch must be directed. 

Theref ors. , a particular reliability block diagram may dive 

rise to more than one flow ;rapha. Poor such graphs for the 

reliability block diagram of Fig. 2.4 are ohown in L'i~,. 2.5. 

A subgraph ire any subset of the branches of the flow Graph. .' 

Loop in a flow graph is a sequence of branch (disregarding 

direction) ouch that the eucceediu node of every branch is the 

same as the procoding node of the next branch and further the 

succeeding node of the last branch In the coqucneo is the sac 

as the preceding node of the firot branch. Per example, 

g.b pd {g pe is a lop in the flow Gr p ho of I ,. 2.5 

2. 9 ~M" 4 1 B 2Z&j Q rlrtillYll ~
j t 

A connection matrix (c) is a t atheistical reprcoontatic 

of the reliability block diagran. if there are n nodes In a 

reliability dia rari, corncctioo matrix is of the order n x rn 

ouch that 



a 

m 



to 

A; if branch A is connected from 
nc do i to titres j. 

0; Otherwise 

The connection matrix (C) correepondtg to the block 

diaGram of Pie. 2.4 is given as 3 

0 	0 	a 	f 	U 	C► 

0 	c 	0 	(1 	0 

( C) _- 	0 	t,: 	C 	d 	b 	0 	... (2.1; 

O 	0 	0 	0 	g 

C 	G 	D 	e 

f1 	h 	0 	0 	0 	0 

3or.e of the properties of this matrix are 

2.9.1 	ll dia ;oval entries of (C) are zero, ue there are no 

self loops in the r.iabilitg block d.ia ,raw. 

2.9.2 if there are no parallel brancboo in the reliability 

block die rax. $  each entry of (C) will have at coot only one 
eler,ent. 

2.9.3 Ill elements of the column of (C) corres9onding to the 

source node are zero. 

2.9.4 All elements of the row of (C) corresponding to the 

sink node are zero. 
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OF PiA LU R 3 

l odor of failure of various co ponenta in a physical 

i should be carefully considered before arrivinC at its 

►i.Lity block diaram.f .It is necessary because the eff ec. 

.ch of tai .se failure modes on the system success may be 

diff erentJ 

~i simple system of a scrik:s cor.noction of two diodes 

f; . 2.6) , Lati a relir.bili ty dia ;ra z which is mode depend4 

des have a tendency to fail by open circuit, then the 

rility blocs di: ray*: iu shown in 4t'i,-. 2.7. rut if tbesa 

have a to"denc, to frail by ohort circuit, then the 

,iiity bloc;: uiim is shown in ii. 2.8. Jystem 

ility calculation iill be quito different in both the 

If a physica.i cos ponent h..3s a tendency to fall in 

n n one ::.ode, then it is conventior. al to drr":.w a seporat+ 

dia, „ram considering; each mode of failure. Jyete a fuilu: 

,ility is then calculated for each code seperatoly by 

ing the Correa f•onding block diagram. t.aouminc that the 

ent modea of failures are Independent, uyeter onreliabi: 

algebraic sum of all these failure probabilities. (:tire; 

reliability is then immediately known. 

L'.oe t pre doinan.t modes of failure In may system 

tints (for ox c plo electronic cor ponents) are open circ=a. 

ort circuit fo.iiures. ','hero two modes baing dual of ea: 
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other, reliability block dia rare for short- circuit modo will 

be t e dual of roliability block di ram for open circuit r odo 

and vice versa. Thu dual reliability block ia ra ► can be 

drawn from a given block uia ram as follows 

2.10.1 Place a dot in each loop of the block diagra;,-, and 

numbor these dote. Thcoo correspond to nodes in the uual 

block dira .. - 

2.10.2 Place a dot above tho block diagram Which corresponds 

to the L. node on the ,ual utajra►:., place a dot bw-lo a the block 

dir ;raua corresponding to tl~o (42T node of the dual di rte.. 

2.1C.3 Draw dotted li©eo connecting those dots and intoroectin 

one and only ont. bra ch at a time. In the dual di ran, draw 

the branches bot . en nodoo correapendinC; to, these '.otter lir:co. 

The procedure ii iiluotratod for the dir rac_: of fib. 2. 

in *46. 2.9 and the dual reliability block di ,,ran is orio wn 

in ic;. 2.10. 

2.11 2A 12 THE 

In extrc :e.Ly Co--plox yote s, it oor etimes becomes 

impossible to develop a reliability block diagram and, therefor 

an oxact mathematical mod+ 1. The dif riculty rises not from any 

deficiency in the mathoaa.ticu used but from the complexity 

of the oyotctn. The electrical ouboyote= of a coned apace crat 

for inota-co, involved more than 20 OW separate Lucccoe paths 

for just one phase of the nisoion. In such co,.plea oyotem, 
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the concept of. a fault tree is used and then the oyo tca is 

analysed using simulation techniques. 

A fault tree is a tool for reliability analysis of 

complex aye tern and is particularly usoful for evaluation of 

system failure caused by multiple co .ponent failures by 

providing a convcniont and efficient format for the pro ble . 

description. i fault trot is a logical representation of the 

Inter-rclationsh .p of various events occurring within a complex 

system such as a miooile or a nuclear reactor. It is caonstructc 

uoini ovonta interconnected by logic 'gates'. Lach dote indicat 

the relation ship butwocn a sot of input oven to and an output 

event. The input events are considered to be causes of the 

output event. Gutut ovonto from moot Gates servo as input 

events to otnor ate; . .,n output event, which is not the output 

at any fats, ii a b is input event. Oni a fo types of 10610 

gatco are used and the loLi.c of each is simple and coi plotoly 

defined. 
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r►C•;`i`T rt 	:C':' : k'L'+~::a C 	I.~.lSBLi1I "I zVA1;LATIQa 

3.1 eU dI}.'~a', ,N. i L P,-Z CIkl OP R IBjJ.4TY 
ut31 ION  

3yatem reliability calculations are based on, 

3.1.1 As precise as possible a measurement of 

the reliability of the components used in the system environment 

3.1.2 The calculation of the reliability of cowplez 
combinations of these components. 

Some of the ezistin technique: for making this 
calculation are discussed in this chapter. The techniques 

may be deterministic (either exact or approximate) or aimulatior 
methods. 

3.2 	3UrTIPI3YO 	t ..'WIAt1A.IiY v 	tIL : 

The Zol.lowirg assumptions are made for the evaliation 

of system rollability. 

3.2.1 Lach element may be represented au a two 
terminal device. 

3.2.2 All elements are always operating. It implies 

that no standby redundancy Is being used. 

3.2.3 The states of all elvzents are statistically 

independent implying that the failure of one element does not 

affect the probability of failure of other elements. 



3.2.4 The state of each element t and of the entire 

system is either good (operatina) or bad(failod). 

3.2.5 Node; of tLe system are ass ed po.rfoctly 

reliable. 

Eves, by cakinL use of these assumptions, the +r valuation 

of reliability in a general system is quite involved and dopondi 

on the nature of roliab lily block diojrur . In the case of a 

series block diagram of £-`ig . 2.1 system reliability expression i 

can be written as,  

IT p 	 ... (3.1) 
i=1 	i. 

whore, p is the reliability of oomp.nont xi. 
l 

Similarly, for the kkarallcl block diagram of ' g . 2.2 and an 
r out of 4i structure of 	2.3, syetem reliability expression 
can be given in (3.2a) and (3.2b) respectively. 

n 
11 - 1 - 	T • 	 ... 	(3.2a) 

i:1 1 

K 
it 	 ( 	) 	Pj 	4'1--per 	.. 	(3.2b) 

i 	i 

.Xio such simple formulas are possible In the cane of General 

non-series parallel block dia ,ra-:. It is, however, deirablo 
to simplify a given block diagram as far as possible iby makin , 

use of above relations. Ihereforo, it is assumed in the 
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followinG discussion that there are no simple eerie or 

par~li, 1 connections in the block Uiz rc.i and thor is only une 

branch between any pair of noucs. t(eliability evaluation of 

such diagrama is discussed in t~ a following sections. .'or 

the discuosion vV purposes we will take the reli°ability block 

diagram cs ciiown in lit,, 3.1. 

3.3 	jDJ £ .14/fliJI4iTlOU 

The existing i othoth of reliability .'v_iluation are 

discussed below I 

3.3.1 PAT!! T UUV,,F,' t . 1p 

In almost all the reliability evaluation algorithn+s , 

a knowledbo of eith' r aLL the paths or the cut cetj is necessary 

Many techniques exist for enumeration of al . minimal paths ir 

a general block diagram. These ethoris vary slightly with each 

other and are based on the connection matrix of the block 

dia ;ram and i is powers. It (C) Is the connection matrix of a 

block disg.ra , then element in i, 3 position of (C)n gives all 

paths from i to 3 of size n 

LxamAle 33.1 .1 

For the block diagram of Fig. 3.1 

0 	G 	a 	C 

o 	C1 	G 	C► 
(C) == 	 ... (3.3a) 

0 	b 	C 
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methods for the reliability evaluation in case of general 

eyetee having ron-oeriee ral~xl reliability block dia .r_$. 

3.3.2.1.1 	u~ V:~ , LARCH ►,1 F16D 

This method to also known as event apace lt.,ethou and Is 

one of the most primitive and straight forward technique of 

reliability evaluation. if thex are n number of branches in 

a klocit diagram, then there are 2r" possible states of the 

systerm. be method consists of liotin all these states and 

eortinL; out those stated in which system is a success. The 

system reliability expression is then written as sum of the  

probabilities of these successful states, or the diagram of 

Pig. 3.1, all the 32 posoibe rotate alon, with system oUt€ut 

in each case, are eho n in Table 3.1. 

The reliability expression is then directly written 

in equation 3.4. ?hi: bi,vx.e 16 success states of the uyetem, 

thus rel.iubil t.ty of the system is 

pd qty t• q$gt+pcps Pe + qap# pcgdPe 

a . 4a' bpc'd e + ' npbpcdpe 	+ Pa becpd'e 

+ d'a`b eel`s 	pa 4̀bpepdps 

+ 'apb'Icpd4o + Papb` epdpe 

+ ,papb ecgdpo + papb'4 c"d 

~ 'aPbpegdq© +  

Pt .p bpcpd( e * Pa 	cpdpe 	 r..  (3.4) 



0 	ab + cd 	ce 	ae 

0 	0 	0 	€~ 

(c)2= 0 	ad 	0 	0 ... 	(3.3b) 

0 	ab. 	0 	o 

0 	cob+a+ed 	0 	0 

( 0)5 	 ... 	(3.3e) 
0 	o 	C 	0 

0 	4 	0 	0 

Different paths in the block diagrair, tAereoore, 

are ab, cad, ceb and ned. 

Other methode of finding p the are based on raph 

theory, but have no distinct advanta eo ovdr the above 

methods. 

3.3.2 	is ?i k Y ..V~~ Ue►':~`ZGI 

.0 ethodo for evaluating the t eli ability can broadly 

be classified into two categories s 

{i) Deterministic methods 

(ii) 	ir ulatio cethoda 

3.3.2.1 	LS .t•aI4.tJTI j ETI, .D.3 

This soction prcoentc some of the deterministic 



methods for the reliability evaluation in case of general 

systems having ron-aeries parallel reliability block die6rw.e. 

3.3.2.1.1 	U,~ "XV 	CI ; ,LY M13 

This method: to also known as eventopaoe rae hod and is 

one of the u ost primitive and straight forward technique ot 

reliability evaluation. If there are n number of branches in 

a tlociz diagram # then there are t possible states of the 

system. ' ho ,method consists of liatthç all these states and 

oortinL, out those etutea in which system is a success. The 

system reliability expression is then written as sum of the 

probabilities of tb.eae successful stated. ?or the diu&ram of 

.pig. 3.1, all the 32 p000ibJ,e otate.j orlon ith system oUti.ut 

in each case, are short in Table 3.1. 

The reliability expression is then directly written 

in equation 3.4. ibit bivLe 16 success states of the seta, 

thus rell bi .ty of the system is 

R - 	,ka qb pc pd c10 	gaq1 'cpdp+e + gapbpcqt Fa 

	

t . , apbpopd4o + c4apbpog'd pe 	+ per b cpdp8 

+ pab'op~dpa 	+ 	papb `cgdpo + pzApbec` d 

+ Papb~tcPd`ie '. pe 'b'4cpd1'e * papb'cgd` 	+  

►• papbp;oPdge ~" ~ pu pbPc dpe, 	... 	(3,4) 



3.3.2. 1 .2 	 V i V1; 	 d _.h Fw.i'7 1".i.J,ikOD  i 	 ., 

In this n+ethod, deter ±ination a! all the paths in the 

block di ram is ess ential. ;,fter knowin all the pates, 

system aU oces:J function can be written as 

3_ `
1'I  U '4:2  U 	0 0 0 	" m  ... 	... 	(3» 5) 

where, T 1  indicates the successful operation of all 

elements in path i. Function v is then expanded into cuu.onicA 

fore. In the canonical expansion, each term is mutually 

exclusive from all other texr.e. Tbervfor= , by simply c .ant;ing 

the Bootean uariable3 &, A to the probability variables p), 

q . respectivelj nd chanin(, the connective variable fron ,OM,. cF. 

union to algebraic oumnation, reliability expression iu..ediatel) 

follow, . 

For the block die ;ram of 'i ; 3.1 paths have been Aetei 

determined as ab, cd, aed and ceL. Therofore, 

	

AB CJ CJ) U i. +D I C b 	... 	... 	(3.6 

xrpandi.ng this into Canonical .arrn, 

AB(CUC) (DUB) ( UI)UCD(. U ) 

DAB)(U''jUf, i( Th)(cd )u 



m BC , U ABWX. U t1DQDE U A I:b 

U:.BIND.: U ABC 6 U J CDb U i~BCDL.0 

.~ThJ U AB 	U i;BC 3L U I J3C33,U 

ti3~;D U iJ3Cii U Z,OCDL U Al CD1 	•..  (3.7) 

Reliability expreaai,oa therefore 13 g i van as s 

a a%bgcpd& e + .g~3bpopdpo + ` a1̀ bPc½s 	gapbpopdq.0 

+ $apbPcPdPS 
	

pacb(̀ cpape 
	

pa" bpcpdge 

+ paq bpcpdPe + papb'4c &1e 

paPb 'd"le '+ PQ.p bQcPdPe 	+ papbpc °dqe 

apbpc` d!~'e + pa'b'Cpd 	` 	'ap pcPdpe ... (3.8) 

It may be observed that this exprea. ion is exactly 

same as given in (3.4) . A computerised algorithm of this 

mithod was given by D.B. tryawry (6). 

3.3.2.1.3 P;J BAfL, Tel 	LCU U, IMIL 

This method is based on a simple probability law, 

Lr ~ . X~ w 	r A~ + Pr y - I'r 	x(\Y} 	... 	(3.9)  

Since i eliability is define i as the probability 

of success of the system. Therefor, 

Pr 1 :3 j = ; r ITI UT2 U .., T.j 	... (3,10) 

sow eli biii.ty expression can be derived by the 

repogted application of (3.9). For the block d ,agra off` 
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Pig. 3.1 system succeed function is given by (3.6) 

therefore, 

i 	kr i Aw CThJ aLDXJCLB 3 ... (3.11)  

t O w, 	J r 	a, 3 	- rapb, Pa adPe 

pcpd, 	Pr ~az) pbpcpe 

By the application of (3.9) 

Pr I 451JCD = FaPb " Pc1'cL - PaPbpcPd 

Pr JABU CDC+ ;ILBD j = pa ab + Pc d - Papbpo9d 	papdpe 

" pap `dPe - papopd 'e "" `a 'bP+ Pdpo 

Pr TABU C: )r 44BI ? U-C ~Dj = papb + ?Qpd + papdpe + PbPcP0 

po,Pb'cPd - pap bPdpe .. papcPdPe 
.- pnp ,cpo - pbPcs-dPe + 2paI)bPcPd po .. (3.12 

Ira a slight variation of this sthod, reliability expression 

of a system can also be writ ton as 

	

3 - 	11 	- }r ~ i~ 	... (3.13) 

For the evaluation of (3.13, 4:oincare gave a gene ra3. relation, 
In this method, the reliability expresoiox can 'be written as 

	

- 	+ .... 6 	+ (-1)'m," I 3M 	... 	(3.14) 

"bore, S1 = Sum of probabilities of all paths 



Juzn of pro3 abilities of all inter sections 

of two paths. 

3M Sim of probabilities of all inter sections of m pats. 

Por the block diaLrtm of dig. 3.1, paths have beer 

deter:._ined as air, cd, ado and cob. 

Therefore, 31 - paPb + pcpd + papdpe + pbpePe 

2 = papbpcpd + paPbl'dpe + Fmpbpope 

gapcpdpc + pbpcpdpc + Zapbpc~'dpe 

3 = 4 PUPbpapdpe 
4 = pgpbpopdpo 

Substituting these values of i31 through $4 Into (3.14), 

we have z 

R = pn'b + 'o `d + pL.~'d pe + PbPCpe - P i9b'cpd 
pnPb dpe - PH1`9cpc _ papcpdpe - gbpcpdpe 

	

+ 2 pf pbpopdpe 	.. . 	.,, 	(3.15) 

The result is the same as expressed by relation (3.12) earlier. 

3.3.2.1.4 'LO, ORAk}i gALTH D s 

Zr] this nethod, firstly all the flow , rapne correspondi 

to a given reliability block 4iagra : are drawn. Reliability 

expression can then be written as :  

R = 	0 - i + r2 	... 	... 	(3.16) 



„herd F, = 3u® of probabilities of all forward paths. 

= 	of probabi,l .tics of all Jubrupbu with one loop. 

P2 -jum of probabilities of all sub ,rapho with two loc.pe 

and 00 on. 

For the diagram of Ft. 3.1, there are two flow Graphs 

possible, which are shown in F i, . 3.2. For this problem all 

forward paths are shown in the Vic. 3.3, and all r ub, retphi 

with one loop are shown in the Fig. 3.4. Thor are only two 

cub, rupho with two loops shown in 	3.2. it olf. from 
thus o f igur, o , 

'2Q 	1'a'b +popd +padC + pb'cpe 

F1 = papbpopo papopdpo * papbpd po + .pbpopdpo 

+ papb'cpd 
P2 	papbpcPdpo * papbPopdpo 

Subetttutin these volueo of k'0 through W2 into (3.16), we have 

a 0 papb ' perpd + pado + bpc'e - pa1'bpcpo - 'a pbpc~ po 
-- pbpopdpo pn Z bpcpd - papopd po + 2 papbpopdpo 

Reliability oxprnacion dorived In (3.17) in the & ax o 

as that derived earlier in. (3.15) . 

3.3.2.1.5 	JYL 	 THOD s 

33ayo' o thooro.r, states : If A is an event which dap+ ndo 

upon one of tuo r utuall, exclusive events 'Y and X,r of which 
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one must nocoaourily occur, th rn the probability of occurrence 

of is givon by 

yr I i,/Yi ~ Pr t' i ~ + Fr jx/Y j j Pr ~Y3"~ ... (3.18) 

Lhon used in trio reliability application, Yi and Y3 arc 
roopoctiv~ly taken as , the success and failure of a critical 
olex ont, .. Key result then is : 

R 	iir-IJ £r 1 /r.I p + P}r 3/ZJ(t-p,) ... 	(3.19) 

Whore Pr {s/u) is the probability of succceo of the 
system when component X is good; while it v 	is the 
probability of success of the system when component f, is bad. 

For the block dia r-w of Fig, 3.1 , key elemcnt is e, 
therefore, 

It = 	:fir ~$/) pe + ,fir : f ~ (1 - gre j 	... 	(3.20) 

pay ~S/ 3 uid r ~s/ J can be evaluated easily um ing the 
block diagrams chon in 1i. 3.5. These are series parallel 
diagrino. Therefore, 

PC - Pape) (pb 	pd - 	(3.21) 

Pr ~3/-j - pspb + pcpd -w papbpcpd 	... (3.22) 

Substituting three results (3.21) and (3.22) into 
(3.20), reliability oxpreecion of the system Is obtained. This 
expression also to ©x'ctly one as dorivod earlier by the flow 
graph method. 
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3.3.2.1 .6 ' tOB;4BU t?Y 	THUW 

This method presented for the reliability evaluation 

of a general system by using a probability map, is similar to 

.aranaugh map used inBoolean algebra. In this meth..d, system 

success function i is plotted on probability map and then groups 

are formed taking care that no term is covered in more than one 

group. System success function is then written in an alter to 

equi*alent form Adis) such that all ito terms are mutually 

disjoint. System rolt.^.bili,ty ex.preseion then immediately folio 

For the block diagraLt of Pie. 3.1 , cyst em succeos function is 

given in (3.6) . This is shown plotted in Fib. 3.6 along with tl 

formation of groups. From a knowledge of these groups, 3(di ) 

can be written as : 
!i 

S(die) = CD U ABC U ABCD U ECD1 U A C ' 	.,. 	(3.23) 

As all the terms are mutually exclusive In (3.23) , reliability 

expression is given as 

R=Pr SE' die} = PPod + ,a ppbc p +pPPp + PppT abc~ 	abcr~e 

+ '8.-'bc `dpo 	 ... 	(3.24) 

r;quatto.n (3;24) gives yet another expression for the 

reliability of the system having a reliability block diagram 

of Pig. 3.1. 

3.3.2.1.7 CUT-5;AI i rto,i ~Gc 

It is also possible to use a knowled6e of cut-sets of 



the block diagram for dvaivatin;, the unreliability (and 1 ence 
reliability) of a system. If there are j number of cut-sets in 
all; the unreliability expression of the system can be written 

as s 

1~r~11 U ~2 ... U I.i .,. U Rj~ 	... (3.25) 

,khere r i indicates the failure of all branches in cut-set i. 

yatem reliability fo r then i 	t - C. As relation (3.25) for 

the evaluation of system unreitabiiity, is oimi .: ,r to (3.10), 

for the evaluation of system reliability, all the methods of 

reliability evaluation can be extended for use with cut -sets 

also 

This approach requires enumeration of all cut-sets in ] 

block diagram. This can be conveniently done by a number of 

methods. !Nelson (9) has also described a method for the 

determination of all cuts from the knowlodea of all paths, 

the computer programme for which will be discussed in next 

chapter. 

3.3.2.1.  
The method of tounis is a limiting value procedui a for 

determining the reliability of a system. To obtain an 

approximate value for reliability, we obtain an upper bound Rb 

and a lower bound , for system reliability. 



1 

tt = F'r II  1I  U 2 ... 

',.'horofore, 
.. • ( 3.26) 

Y►olntion (3.26) seta on upper limit for the reliability 

of a oyotorn and 1s a ood approximation In the low reliability 

region. 3ic$ilorly, ucing cut-sets, a lower limit can too 
dofinod. 

1 	U 	U ... 	1 - 	
Pr 	kL]- 

3 
Therefore, H. - 1- 	Pr t Fi  j 	... 	(3.27) 

Equation (3.27) is a lower limit of the systc ., reliabi.ii 

and is quite a good approximation in the hih reliability region 

The method was et.tr-nded by tbolson (9) to obtu.in a closer 
approximation to system reliability. instead of dotini,nn a 

unique upper and lo ,or baunr, they define a not of succoacively 
lower upper bounds and succcoslvoly biGher lower bounds to 

reach an clone to system reliability as desired. 

3.3.2.2 	 : 

Simulr tion, o' .onto Carlo methods, are used for oyster: 
reliability prediction when an exact matr.,c atical model can not 

be dovolope 1 economicallyy or when it becomes too complex to 
permit timely evaluation, of reliability. In such methods an 



analogous atochaotic proceoa is set up which behaves as much 

like the adtual cystci as possible. The model process la then 

observed, and the results rare tabulated and treated as if they 

were experimental data roproaentinj; the actual pro ble . The 

key f• ature in I.onte Carlo methods is the ge'cration of randomm 

numbers within the computer. 





OUT L A 	A 

CO{ 	:tL3 3~J (FLVid j-G-UJ  

In the previous sections, some general techniques for 

the reliability oval+,ation of systems have boon presented. 

Doterr►;inlotic as well us simulation methods are discussed. 

Jimulation methods are vary useful for the analysis of Complex i 
.ryatc . 

The deterministic techniques of 3oction 3.3.2.1 ors 

exact except I~Iothod of bounds ( cotion 3.3.2.1.8). i-Iethod of 

bounds is a lim .tin, value procoduro and in certain maces is an 
excellent time oavi nC eu. bs ti tt..to for the more lon thy mathe-

m tically exact procedures. Cut-set approach (Suction 3.3.2.1. 

is another basic approach for the roliability evaluation of 
a o.j etem. It allows us to evaluate system reliability by makint 

UsC of all the cat ootw of the system rathorr than tie sets 

(or paths). The labour required for the onum1 ration of all 

out sets is 0o4.p. rftblo to the labour for enumeration of all 

path. Therefore, the only attraction for this app °oach of 

reliability evaluation is in those cases where the number of 

out set.. may be less than the number of tie sets. It ham been 
shown that this is actually the case won the average nu afar of 

branches incident on theds in a reliability block dia ;rar,. is 

roro than four. Therefore, this approach of evaluation has an 
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advantage when the number of interconnecting brr. nchob io large. 

In the followtne par ,craph a criticalcomparison i.e given liar 

the exact deterat.iniotio mettode bleed ,o. tic sot approach 

(.action 3.3.2.1.1 throuch 3.3.2.1.6). 

Uxhauot ivo search method for the reliabhit 

oval',3ation of a eyoto. (3oction, 3.3.2.1 .1) has the odvanta, ;e 

of being extremely of ple. It does not aloe require the 

knowledge of all patbo In the diagram of the eyate. The 

method, however, requires the at r lyeio of all posoible otates 

of the system. Reliability expression is quite invoivod and 

needs many computations for its numerical evaluation. For a 

simple 5 element System, pith a reliability block din,ram in 

Fin. 3.1, there are 32 possible otaLae out of which 16 are 

success states. 	eliabi.itty expression (3.4) ro uirou 64 multi 

plications and 15 eu aationo for numerical evaluation of rolia- 
b ,1_ity. if ' a' io the time for one numzat.ion on t o corj,uter 

and, Tn  is the time for one multiplication, then the total 

computational time in this case will be s 

'o  = 64- ,gym  + 15 ò 	... 	(4.1) 

in a tyelcul digital computer, Tm  is about ton times 

mord than To. (In .i.1 i 1620, T5  = 12,512 Al Jee. , and 
Te  = i , 200 ACT Sec.) . 1Jsin 25 	10 T0, relation (4.1) beeorcon 

L G = 655 To 	 ... 	(4.2) 
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The number of ponoiblo otatvo and hence the complexity 

of orprosuion increases very rapidly with an increase in the 

nuiLbor of elements. 

For a oyoto with 20 olsmontc, total nui:ber of states 

will be above I million, thus rendering the, mothod impracticabi 

for lar,,,o ©ysterro. 

Direct canonical expansion method (Jec t ion 3.3.2.1.2) 

Boca not re wire the enumeration of all pocaiblo states of the 

syuteaa, but starts with a knowledge of all paths of the oyoteI:. 

The final doriveJ expreccton, however, is as coplicated as 

given b;i oxhauat .vo search method. 

Probability Calculus E.:athod (ioction 3.3.2.1.3) 

is based on aim alo probability theorem (3.9) and by the 

repoatod application of this t eorca, an o prooaion for the 

oyotom reliability is derived. 1 or the eyotca havix ; block 

diagram o r .Fi ,. 3.1, oyotew reliability ezpr000ien cuing thin 

method to given in (3.12) . Tho oxpr000ion rogttireo 26 multi- 

plicatior a and 9 oatiorio. Corj,-,utatior.al time is then C,iven 

V  ~  M 

 ... 	(4.3) 

The wothod Haan the dioadvantai;o of tho larCe number 

of repetitions of ripplication► of (3.9) for iarLse oyato 6. 



Total cowputationa._l time in t tia case hao been 

rod aced to about one third the previous rcquirczont and thic 

ratio improve3 furthr for lama oyet e:o . 

Flow graph method at section 3.3.2.1.4 requires the 

enumeration of all directed flow graphs of the reliability 

block di rau. ' 4ierofore # all for►ard patho and all oub-

graphs with various numboro of loops have to be onumorated. 

Pot the eyetom with block diagram of Fie. 3.1, thorn are two 

flow graphs. In all 11 nub rapb.o (4 forward path, 5 aubgraph: 

with the one loop, 2 eubraphs with. two loops) have to be 

considered. The method is convenient only if the number of 

thtorconnecting branches ie small , The reliabilit; expreeoion 

derived by this nethod, however, is the same as derived by 

probability calculus method. 

ye's theorem cotkod (Joction 3.3.2.1.5) also 

involvez the repeated applications of , c'e thoor* . h 

number of ouch repetitions Increase with the nu abor of intor- 

connoctint, branches. also, the final reliab :Uitj exprRooaion 

is is involved so ,ivon by lot graph method. 

Probability map mothod (duct .on 3.3.2.1.6) r: mul to in 

a reliability expression which is extremely simple. For the 

diagram of fig. 3.1 , eysten reliability expression io given in 

3.24,E. It requires 14 multiplio.~tiono and 4 oummationo 

total computational tXzzo therefore is i 

To a 	14 TO + 4 T13 	144 T"e 	... (4.4) 



Computations time, therefore, has been further 

out down by about 5O. `ibis is a oioiificant advantage an , 

a particular reliability ox reseior: ,ii ,ht be used many a times 

bile designinG reliable systems. A simplif iet expression has 

an added advmnt%go if reliability of the system is to be 

expressed not at one time but as a function of time. krobabi.-

l.it. map method, therefore is very convenient tool for the 

reliability evaluation of a systez . But the method betnG 

graphical can not be easily computerized • t~jorcover the method 

is convenient only If the number of variables is not more than 

six. No convenient for+ at of harnau ,h ,Uraph exists for ztore 

than six variables. In a General system, the number of 

constituent elements i will invariably oxcoe six. xhcrofo re, 

this method although very convenient and efficient for small 

systems, can not be used for .Lar,e aysto o. 

4.2 	.;(i! i C r►hi „1.c'~r s 

4.2 .1 	 .CV .Rt 	t 

It is dcnirable to co:.pare the various methods from 
the point of view of errors also. : iLce the component relia. 
b lity data, both statistical, can be true only within 
certain limits, syo tcm reliability value will also be true 

w .thin certain error. The error In thi final result will 

obviously depend upon, 

4.2.1.1 The crro.-° in the component values and 

4.2.1.2 Jystcn reliability expression 
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4.2.2 ERROR < NALXJL. 

Therefore, the error in final rosulto is different 

for varieue methods. The error analysis 1s based on the 

following theorems. 

4.2.2.1  c.he absolute error in the summation of 
certain terms is equal to the ournmati.on of the absolute 

errors in these tore. 

4.2.2.2 The relative error In the multiplication 
of certain teals is equal to the summation of the relative 
errors in these terms. Abcoluto error, if desired, can be 
found by multiplying the relative error a ith the product. 

In the follovina analysis, it is ass led that all 
campnent reliability values have an absolute error of A. e. 
All unreliability values (q' o) are aloe, therefore, having 
an absolute error ofd o. For simplification, all reliability 
(unreliability) values are aeouc:ed equal to p (or q) . it is 
further assumed, that the value of the error 8 o ia quite 
small. 

In tho exhaust lvo aoaroh method (3.3.2.1.1) or a nnonioz~ 
expansion method (section (3.3.2.2.1), reliability expression 

in the case of ..00h 6ia ra - of ?it,. 3.1, is given In (3.4) . 
Using the above theorem, error in system reliability, R is, 

thereforo., given as _ 



GR - Ae L'5 + 5(4/p + 1/q)p4q + 8(3/p + 2/q)p3g2 

+ 2(2/i + 3/q) p2 ,3 

orLiH - to (14p 4 + 36 p 3q + 30 p2g2 + 4p q3)  ... (4.) 

In the h i ;h reliability region (p = 1) , 

thin error is d,ivork by 

AR N 10 Leo 	 ... (4.6) 

In probability Cr lculua rvethod (.• oction 3.3.2.1.3), 

floor graph method (motion 3.3.2.1.4) , and Bay e' o theorem met hos 
(action 3.3.2.1.5), the reliability oxprcoeion for this oystou 
is given in (3.12) . Error in system reliability, by the 
application of those rxotheds, is given by : 

l~fi 	be [2(2/p)p2 •+ 2(3/p)P3 + 5(4/P)P4 + 2(5/) 5J  

or,t1=ce(10p4 +2Op3 s 6p2 +4p) ... ... 	(4.7) 

In the high reliability region, this approsir atop to : 

40J e 	 4.+ (4.8) 

In tho probabilityrap method (action 3.3.2.1.6), 

ayotem reliability expression Is riven in (..24) . Error in 
reliability by this mot.ho4 is 

4 r3= As (2/P) p2 + (2/P + 1 /q) P2q + (3/p + 1 /q) P3q 

+ '(3/p + 
 



w 

or, Q ri = (g r p + 2p + 2pq + 3p2q + 6 p2q' + 4 P3q) j, e  

. • f 	(4.9)  
In the high reliability region, this erro r app xox iu a t :e 

to, 

Li 	4 !fie 	 ... 	(4.10) 

Various comparison criteria are summarised in the 

form of table 4.1. 





A1iA,PT 	tt 
ari~' ~ 	r a r rrr~r 

5.1 A A3T 1 flO ? F0.1. IIATE A 3 CUT EN 	ATTQZ 

As observed in the last chapter, the first step in alrnot 

all the reliabia.ity evaluation el oritbme is the determination c 

all paths in the reliability block diagram. A method for findit 

out all minimal pri.thB and then based on this all minimal cuts i~ 

discussed below. Tien also computer programme is dtvoloped for 

it which will be die cussed in the next chapter. Now this 

programme can further be divided in two parts depending upon th4 

generation of pats and cute. 

5.1 .1 oiEa.TLN 	PIi IQ .r.rurorur 

Here a listin4, of the elements in the syetez , their 

predeces:.-ore, and the probability of successful operation of 

each element are the .inputs. Then backward , check ups are done 

from output node towards input node in order to find out r ir,ijta 

®ucceee patho. The procedure will be more clear from the 

tollowir . example. 

5.1.9.1 Exar  : 

Conoider the Block Diat;rmm of Fig. 5.1. flare there is 

only one branch touehin,; node 4, which to one end of olerr ent 5. 

o element 5 will be common in all paths. Then there arc three 

branches touching node 3 (which is the other end of node 5). 
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0 

 

3 
2 

 



Thus forming three paths containing elem ants 2, 3, 4 rcopoc. 

tivoly; Also each containing 5. z oa we consider node at 

other ends of now olo Tonto 2, 3, 4, which are node 	1, 2, 2 
respectively. Again we do the same analysia as di scu000 t 

previously. In this way we proceed until input node is reached 

Thus getting all the minimal sucaeec paths. 

5.1 .2 GEUSR iIGN 0 ' CJT
UA 

0 'J 
rf~ 	Y f 	i\MY\iY•Yw  

Hare a simple procedure using Boolean logic is used for 

obtaining a matrix identifying the minimal cuts of the system 

from the matrix containing the catho . The procedure will be mo: 
clear from the following; example. 

5.1.2.1 I 

Again considering the Mock Diagram of .Fig. 5.1. The 

matrix containinc the minimal paths is 

'1 1 	4 1 0 	1 

0 	1 0 0 	1 ... (5 

1 	0 1 	1 

there the tie acts are Y 	= (1, 3, 	5) (indicatod by Its 

in columnss 1, 3 and 5 of the first row)y P2 = (2, 	5), 

F3 = 
 

(1, 	4, 	5) • Do r consider the column vectors (1, 	0, , 	1) , 
(ci, 	1, 	0) 	of c. , of the 	path atria P. For a of 	to element 
to be a cut, it rruat be in each path, i.e. its column voctor in 
I- must ho the unit voctor (4, 1, 	1) . 	Foto that elomont 5 is th+ 



only oin ale e1cment cut. in , eneral, if .lac denotes the C' h 

column vector of an X'-path matrix, and if the elements 

pGi = 1, for all i = 1, 2 ... 	I 

then the correopondin; element C to a oin le element cut. 

if PGi = C for oomo i in each column v'vetor, then there are 

no eingie element out, and one must proceed to look for two 

element cuts. 

Peer two elc :ent cute consider for C 0 4 

2Ci + Pd1 

;Jherc the + indicated the 1oGic oum or union. If, 

PCB. ~ Fdi = 	I t for all I = 1, 2, ... I 

then olom cuts C and 4 form a two element cut.  

Per example, p# i + . 21 = 1, for all i = 1, 2 ... I 
and hence oloi on' (1, 2) f on a cut. 

This procedure continues until all poenible cute of 
order 1, 2 v.... n (a being the number of elements in the 
system) have boon exhausted or until only unit voctore are 
obtained in the vector unions as described. Jt each eta a all 
the non-minimal cute are olir~inated, by uoin6 the tollowin ; 
approach. After a poseiblo out of order Ii has been identified, 
it is checked a, ainet all cuts of order (1 - 1), 1:_2 ... , 
by using £ooloan 1oaic for intersection, i.e, th a '':►.D" opera-
tion, for the multi lication of two vecto.re. If the cut of 



yti 

order : contains a cut of smaller order, the vector product 

would be oqual to the order of the eeuller cut. In trito case 

th cut of order +i would bo eliminated because it i.o non-

minimal . 

In this vay the above stops doucribe how the prograe 

identifies minimal cuts. 

5.2 
	 n 

a 

An algorithm is presented for evaluation of reliability 

of any rodund4,nt network. It uses the properties of diagra ihs 

and to especially suitable for the computer analysis of large 

complex networks. A method for deriving the reliability 

oxpresaion for any typo of network is also described. Also a 

computer programme in ?or, o is developed for the reliability 

evaluation of Jar ioe--paroll el nettiorko . 

5.2.1 td,.~, 'TH 	z 
Before prt rood i ng to evaluate the overall reliability 

of redundant networks it is usually advantageous to combine all 

parallel elements between nodeu i and j using Boolean algebra 

scubas ad replace thorn by an equivalent link having reliability 

Cif oonnocting i and j. It there are n parAllel elemm nts, 
n 	 n 

Cif 	'r  U  1 ►  0 - pij) ... 

here k is the event that the kt̀h olomont is good. 

A weightod connection tatriz (C) Is obtained with i the 



property that for any nonw-zero entry in (C) there oxioto one 

and only one branch betuocn any two nodes. Initially all 

o1omonto of (C) are initialized to zero, and. therefore only 

non-noro entrioo aro transferred to (C) . 

Onco the parallel branchoc have been grouped togothor 

and a wicGhteri connection matrix (C) developed, the equivalent 

not cork will have tew r trancrica, i.e. the number of non-zero 

entries of (C). 

o.G• the matrix (C) for the not i ork of : ig. 5.1 will be, 

a 	C12 	C13 	0 

0 	0 	'23 	 ••• (5 3) 
0 	0 	' 	x'34 
0 	0 	0 	0 

whore c12 	pI  etc. 

The reduced network corresponding to (5.3) will be 

an shown in Fig. 5.2 with the values o t' the corrosp,.ndinj 

probabilities indicated. 

In 3orieo - parallel networks, the elements can either 

be in series or in parallel. Fig. 5.2 obtained after reduction. 

(combining the parable eloronto only) d000 not contain any 

to or more oddco acz oe a pair of nodes but may have nodes 

to which only two ed, on are connected (one X.'' and other OUT). 

This type of node& are called ; trios node and will now be 



eliminated from the reduced diagraph which is given by 

m 	 m 
,1  k kr 	k=1 	k 	orteo 	k=1 	.k 	•• f (x•41 

For n ol.ementa in series. 

Jo for the Sivdn 1, . 5.2 while eiiminatin node 2 the 

product in traneferrod to the entry of C13 and added to the 

existing; value using, parallel combination rules, i.e. 

	

"t 3 new = x̀ 13 old + C12 c23 - 0t3 old 012 C23 	... (5.5) 

In , eneral., if node k has element elk 114 and element Ck. 

OUT, then an entry Ci j = Cif , Cki is tranefdrred to the location 

i, j) and io added to existing value using, 

new = ' ij old + Cik C~ j - Qi j old Cil Cg j ... (5.6) 

H.ovever, the entries Cik and C, once they have been 

used and the node k has boon eliminated, are made zero. 

The information about the node, needed for the e .imina-

tion procoso juct described, can be had through the use of what 

is called a do, roe ar at..r ix,/6 = 	(d) . There are two dc8re' 

matrices defined for a di rip h (r), one is out degree matrix 

(Od(D) ), which hac only diagonal entries Od,i, indicating the 

number of branches "going out or directed away from the node I 

The other matrix i+ in-degree matrix (Id(D)) for graph (D). 



This matrix also has di3~-onni entries Idii indicating the 

number of branched "coming in" or directed towards the node t. 

It to eaQier to unduretmnd that Udit in the total number of 

non zero ent rioa of tht row correepondin , to node 1, in (C) . 
r. 

Cd11 would have been 	 C1 j where C 	either acre , e 	or 

I or 0 if we had not attached weights to the individual 

elements). 

31milarly, Id11 for node i will be the total. number 

of non-zero entries correcndix.b to i'th column of ::., trix (C) 

e.. just boforc cltwiL;ation, (Cd) and (14) for network of 

Fig . 5.1 will be 

~2 	 U 

(Ud) 	 1 	(Id) _ 	1  

1 	 2 

U 	 1 

it is interestinG to note that Id , 0 if nods 1 is a 

source node and 0d44 = U it node 4 to a Birk nodo. 

The elements of writricec (Gd) and (Id) will ke..p an 

changing an the eliain :'ion procoodo. Pthall when all inter-

mediate nodes have been eliminated there will be only one entry 

in (Cd), for our ex pie, Ud11=1, th rest of the entries will 

be zero. The same a plies to (Id), which will also have only Otte 

entry Id44 - 1. 



Since matrices ((id) and (Id) have only dia tonal. 

ontrit a, it is economical to find a nimplor way of etorin 

them in nomor,r. :!c can rake use of the column correupondin 

to a courco node of (C) for ottorin ; the diagonal elements of 

(0d) and the row corrooponc ing to a ath1 node may be utilized 

for stvrinC the dia onol o .cments of (Id) bocuu3e both these 

column and row have :;oro entries throughout, aluay,.. tncidentaJ 

the element of (C) corrooponding to a sink or courco entry will 

always be sago, thorcfort: ovorlappth of (Cfd) and (Id) elements 

at tho corner io no p ry blare because Cdaink , 1dQource = C 

o.c. 'ic; 5.1 rill have (C) jot before tho elimination process 

2 	0.93 	0.86 	0 

1 	0 	0.996• 	0 
•1i (5.V 

1 	L 	0 	0.98 

Cl 	1 	2 	2 

Ac ie evident from (5.8) we have been able to save a 

lot of apace by co .bining; the foaturee of three matrices (C), , 

(Cd) and (Id). It 1a also easier to find total number of non-

tore entrico in any roar and enter it in first column of that 

row and vice ver:.a. 

It was pointed out earlier that the elimination :Ltarta 

with h the node. i that hoc ~,d = Id  = 1 . After eliminating 

r nd iapdating tho entrioe of (C), aealn we look for the n;,de 



4h) 

that has in degree = out degree = 1. This Sage on till all 

such node. have been exhausted and finally the only entry in 

(C) left will be drat of Cso 	 ' which will be the 

total transmittance (reliability) of the network. The changes 

in (C) as node3 2 and 3 are eliminated are presented in (5.9) 

for the example unier diseueeion . 

1 	0 	0.9897 	0 

0 	0 	0 	0 

1 	0 	0 	0.98 

0 	 f 

After node 2 is eliminated 

a 

... (5.9) 

After node 3 is eliminated. 

5.2.2 « .uC~t. 	: 

The steps involved in the algorithm can be eutr arized 

as follows 



5.2.2.1 Draw a diagraph for the network assigning 
proper direction to the elements, and numbers to the nodes 
and elements. 

5.2.2.2 From the data, a weighted connection matrix 

is developed after combining the parallel elements across 

any two nodes. 

5.2.2.3 Define Odii and Idii for each node. 
5.2.2.4 El&minate the node k that has Odk = Id1 	= 1. 
5-.2.2.5 Transfer the product Cik Ckj to 	(i, j) entry 

and modify the old Cij entry using, 
Cij new = Cij old + Cik Ckj - Cij old Cik Ckj 

Also make the entries Cik = C = 0 

5.2.2.6 Check whether all the intermediate nodes have 

been eliminated, if not, go to 5.2.2.3 othersise, print out the 

element C source, sink and Stop. 

This algorithm has a unique advantage of being fast 
and direct and requires minimum extra information or mnmipulation. 
All informations are coat .ined in (C) . 
5.3 ALG0i1I ~i Fort R 1LI ^,}3l_Ll lY . T.~.LUAr-Ila_N of A 

r1 it U .) Li: u a ~Sr~ .7 i itì  . l~ 	T[ri 	~~1y i V.0 : 

Here another algorithm for computing the reliability 

of a reducible network is presented t The computer storage is 

considerably reduced by numbering the nodes, in a speoial order 
and by not storing the complete date, so it can handle large syste 

5.3.1 	METHOD : 

The numbering of the nodes of the graph is done manually 

in linear order, that is, all the nodes which are directed towards 

node k are numbered less than k, and all the nodes which are 



directed away from the node k are numbered greater than k. If 

the reliability matrix (weighted connection matrix) of this 

graph is formed, the lower diagonal and diagonal entries of this 
matrix will be zero. To save computer memory the upper diagonal 
entries of this matrix are stored in linear farm . If i and j ari 

the starting and finishing node of an edge respectively, the 
entry in row i and column j of the reliability matrix is stored 

in location m of the array R where, 

m (i, j) = (i-1) n + j - (i(i + 1))/2 ..... (5.10) 

Therefore the memory requirement to store the 

reliability matrix is n(n-1)/2. 

If there are J parallel elements between a node 

pair, there are J parcel. entries of that node pair. The total 
number of rows in the table will be equal to the number of elem-

ents in the system. All entries of array R are initially set to 

.ero . The manually prepared table is entered into the computer. 

The location of the element corresponding to each row of the 
table in the array R is calculated by (5.10) . 

The reliability of the element is stored in the 

location k with the help of the following relation. 

Rk  - Rk  + r - RIi  . r 	...... 	(5.11)' 

This takes into account for any parallel elements 

in the original network. The reliability matrix is now formed. 



1'or gurthdr reduction of the network, the indegroo 

and outdoCroe of a node (defined as number of ed000 into and out 

of the node rcapoctivoly) are calculated. The number of non-
zero entries in a column of the reliability matrix indicates 

the indogrec o f the correepondiri node. The oo,tdogreo of a 

node is equal to to number of non-zero entries in ti o eorroe-

pending row of the reliability matrix. The indegrec and out-

degree of each node are stored in arrays tdi  and 0d 3  roopec-

tivoly. The nodes to be eliminated first will be those whose 

inde ;roo and outdeGroe io one. Lot k be such a node, assume 

it is connected to node i and j, the entries of the array l: 

are modified by the follottinG relation : 

Rig  . a13   if there is no dloment between 

node i and j (i.e. i,2  and 13  were ix conics) 
i,t  

w.♦ (5.22), 

Rii+ (A 2  . a, 	' h11 .  i2' i3), otherwise 
(i.e., 9.2  and i3  were in parallel) .. (5.13) 

whore I t 	m{ir 	... 	5.14 

112 = 	m+Ui, k) 	... 	(:x.15) 

i 	_ 	:;(k,j) 	... 	(5.1+6) 

aide the oucco ;aivo reduction of such nodes, thh 

original network will reduce to a notwor.i having a air,6le 

element and to reLability of this element will be the 



reliability of the network. If the network is not reducible, 

the algorithm prin U an error measao. Step by step we can 

describe the aleorithi ao tea llowz~. 

5.3.2 AL rU .Z1r'u:  

5• s. `"Fr 	met array 	Rk(lc = 1, 2 .... k) equal to ;;Oro. 

Set array 0di and Id (i = 1, ... n) equal to zero . 

53.2
:2- 

.2 :het k = 1 

(a)5 3.2.2.1 Head data table, that is, i (starting node) 

j (finishing node), A r(rel ability of the eie .ent 
connectea between node i and node j) . If 1<3, stol 

with meeeae "odes are wrongly numbered. 

D 

	

(b)5.32.2.2 Calculi to 	by (5.10) and modify RM with the 
help of (.11 ) 

(c,) 5.3/.2.2.3 If k< L, set k -4— It + 1 and ,o to step 5.3.2.2.1 

3 	5. .2.3 set I= t 

3 a)5. .2-3-1 +.., et 	j 	.: 	I #- 	I 

.2.3.2 Calculate m by (5.10). 	If R~-~ 0, 	set 
0d1-~~ 0d1 + I and ids— Id 	+ I 

-3(C)5.3.2-3-3 If i(n1) "-ot .(i 	r 	1) and 	s,o 	to step 5.3.2.3. 

1 .. 2.4 :Jet i- 1 

W (Ia .2.4.1 It (,di It 	t o to step 5.3.2.4.3 
ucb~.3.2.4.2 If idi =1, Set k = I and go to step 5. 

L 	4C)5.3.4.3 if i 7~ ( - -1), stop. Ctherwieee set i-.—(i + I) 
an.J t o to stop 5.3. 	.4.1  

CE?ITIML LIBRARY UrIYERSITY eF RBRXEE 



K 	5. .2.5 Oct i - I 

Calculate i2 with the help of (5.15) 
set ji = i 	If R'7 0, Go to step 5.3.2.6 

5.3 2.5.2 If i 	k, stop. O 	erwia a set l -i-- (i + I ) 
and 	;o to step 5.3.2.5.1 

5.-.2.6 	Sat I = k -. 1 

7 	5..2.7 	Set j2 = 1 and Calculate 13 by (5.16) . If 

a .3 	0, go to step 5.3.2.6. 

1(k) 5.1.2.7.1 if 17 n, atop, othlerwIee set i- { . + 1,) 

and o to Step 5.3.2.7. 

5 3.2.8 	Calculate m1 = n (~ 1 - 1) + J2, - 	' ' 1)/2. If 
E m1 7 0, mo 1if y E~m1 with the help of (5.13) 

sot cdJ1 - Od jl - 1 and Id j2 -- 1d j2 - I and 
go to next step. Other. wise modify 1 	by (5.12) . 

• 5. .2.9 	Sat r ig and ►~i3 to zero and go to step 5.3.2.4.1. 

The advnta o of this method is this that here the 

computation time is considerably roduceJ by avoiding 

(a) The ecanz ing of data table for combtnin,,, parallel 
connected eleiients. 

and 	(b) The calculation of indegre and outdegree of each 

node after elirninatinb a series node. 



	

5.4 AllEPiCI 	 Y FV 
R'R e71P 9~lM 	w •r w 	

S 

Using the ideas of $at theory a now technique is 

introduced which allows the elimination of unwanted subsets 

of T (anic a3. path) itsoif, without the need of break up 

each terry into constituent states. 

5.4.1%G,.J 

3ystom success function 3 in written as : 

••. 	(5.17) 

The aim is to rewrite 3 as 9 (dis) with all it terse 

mutually sxclasi.ve, The procedure for doing this becomes fast 

if the paths are cnumerated in a way that the path having 

fewest bra nchea to listed first and so son. 

to select T2(dis) from T2, we expand T. about B1 

(corresponding to a branch b1 ) which is contained in T 	but 

not contained  

= £2.1 L T i- 	 ... 	(5.18) 

t.ow if ('2B} )C21 r (T2BI ) is dropped from further' 

consideration, biesune it is already included. Other .ae it 

	

is further expanded about 42 and so on. If (1 	 ) (\ 21 = 	► 
(T2 B1 ) is disjoint with i. if however, this is not true, 

this subset also is further expanded about B2 and so on. L lti- 

mately, we shall find all subsets of P2 which are disjoint 



with TI . Union of all these subsets is  

Similarly, we find r(die) for all I such that 

T(die) T J = c for all j < I. This step is fastest if we 

firs L expand Tai about a set corrwaspc.nding to that brand which 

has occurred most often in carller paths. Then, f t dis) is 

given as 

S(die) = T1 u T2(dio) ... 	U Ta(die) ... 	(5.19) 

Reliability expression then immediately follows 

5.4.2 I1 Q IT 1f: I E 

The above Steps can be organised in the forte of 

an algorithm as z . 

5.4.2.1 Ante a Boolean expression for $ 

5.4.2.2 Define an nn dir a noional vector 	s U = 1, 2, ... sn) 

Corresponding to i'i such that lath element of this vector is 1, 

If that particular branch b is contained in Ti, ando,o hdrwia e 

-~ 	 --a 
5.4.2.3 Define anotner vector V which adds up all previous F 

V 	-- 	E L; i,, j = I , 2, ...m 
7 -<j 

5.4.2.4 Let I. = 2 

5.4.2.5 I there are any non-zero entri,_ a io Vi 
t-~ 

Corresponding to zero entries, in L, , record their positions 

in order Of their nr coding ma nitudo in Vi. Let these be 



e7~ 

ki , k2 ... .kr. this ordering helps in gettinb the minimum 

expression fast, as already explained. 

5.4.2.6 Decompose ~ in two components E1(k) and  

This corresponds to expgndin,,Ti,about ki. 	1(kI ) and Ei(kI) 

are formed by replacing; 0 in position kI in iii by 1 and -1 

respectively. If r (ks ) contains l's in all those positions 

where there have been i e in any 1 J (j <i),  then 1i (k t ) is 

Mi i £-ED from further analysts be cause it in already included 

in a previous path. U(K1) contains -1 in any position 

where there is I in F for all j <I, then 	(tc1 ) is R:6TAIt BD 

as a disjoint subset. If . i(k.' ) is not dropped and/or if 

i(k~) is not retained, then there are further decomposed 

aboat k, and so on; carrying out the dropping and reta.inin, 

tests at each step. Union Of the retained components of 

Li is  

5.4.2.7 Repeat steps 5.4.2.5 & 5.4.2.6 for I 	3, .4 . .. 

5.4.2.6 ! cT7rite 3 as 

s(dis) = TI U le2(dis) ... U Tm(dis) 

5.4.2.9 Change the Boolean variables z and .1 to reliability. 

Variables px and qX ; change (U) in ool+ an expression to (+) 

in algebraic expresuion to ,het the reliability expression. 



In this way we have discussed four n etbods for 

assistin ; for the calculation of k1eliability of a system. 

The computer codes for all bees methods have been developed. 

Computer Code for oz c of the method is run on ' C-312 and 

for all tho tet ods the Coy.,, uter Cede are run on 1P. 1620 

for the system, ut own in block dia rnm 5.1. The rerults 

alone with computer codes are appended in appendices from 

I to h . 



c H .4 ' i is ft - 6 

CO 3L C ( u I (. h j 

The moat important aspect of oyetem reliability 

discipline have been extenoivcly stu.;za.ed. This aspect is s 

3yotom reliability Evaluation 

kzistinL reliability evaluation techniques applicable 

to general ayetenu have been critically studied. Jame example 

has been solved by eli Le methods for bringing confor4ty of 

results and a umaninful corparison of the techniques. i psrt 

from the complexity of techniques, final drived reliability 

expression differs in complexity in different cases. 	mputa- 

tional tine requireu for th.t numerical evaluation of this 

reliability expression and absolute error in th final result 

Is also cor.pared for each method. 

Based on those rvethods one metro . for evaluation 

of mineral success path and minimal cut is discussed in 

details. floo a computer code in forgo for the said method 

Is developed. The complete computer code alongwith the results 

obtained for the ester uhown in Y: ,. ",' Is oppendcd in 

Appendix 1. 

Based on the properties of diabirapbe a technique for 

the reliabilit. Valuation of redundant network to discussed, 

Also a computer code in 'or6o is developed for the said 



; 

technique, which is tested on IFI-1620 for the system shown 

in Fig. 5.1 • The computer code along with result is appended 

in Acpendix TI. 

Another method for reliability evaluation using sparse 

matrix technique is discussed. This method has advantage over 

previous method that here only non zero entries of the 

connection matrix is stored, thE,so saving computer memory 

locations. For this method the computer Codes for TDC-312 and 

I B3 1620 are developed and these are run for the system of 

Fig. 5.1. The computer code for TDC-312 alongwith the result 

is appended in appendix III and computer code for IM!-1620 aloe 

with the result is appended in appendix IV. 

For a general system a successful attempt is made for 

the analytic specification of the reliability expression using 

the concepts of set theory. In this technique, each term of 

system success function is treated as a set and is broken into 

a few subsets. Some of these subsets may be dropped ss these 

are completely contained aln other sets of the success function. 

I emainin ; subsets may be retained as these are disjoint with 

other sets. A union of retained subsets is the disjoint 

portion of that term of success furiotion. Thus, it is possibl 

to write system success function in a way that all its terms 

are mutually disjoint without a breakup into all success states 

The method is organised in the form of an algorithm which is 

very simple and easily computerizable. The computer code for 



this net ^.od is developed for IK:1-162a, in Forgo and it has 

been successfully run for the system shown in °ig. 5.1. 

Appeal ix V ahowa the computer code for this method alon,.; 

with the results obtained from computer rain. 

Thee aetlioh as diecinsed above will be of Brent 

help for the evaluation of the reliability of complicated 

syatenid. 
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- 	 - 	-b----- 	 - 	_r-. 

0 	C 	 D 	 3 s 0.  

I C 0 0 0 0 0 
2 0 0 0 0 1 0 
3 0 0 0 1 0 0 
4 0 0 (1 1 1 0 
5 0 C.' 1 0 0 0 
6 0 0 1 (1 1 0 
7 0 1 1 0 1 
a 0 0 1 1 1 

9 Ci 1 0 0 0 0 
10 0 1 0 C 1 0 
11 0 1 0 1 0 0 
12 0 1 0 1 1 0 
13 Ci 1 1 0 0 0 
14 1 1 0 1 1 
15 0 1 1 1 0 1 
16 Ci 1 1 1 1 
17 1 C) 0 0 0 0 
18 I 0 0 0 1 0 
19 1 0 0 1 0 0 
20 1 0 c 1 1 1 
21 1 0 1 0 0 0 
22 1 0 1 0 1 0 
23 1 0 1 1 0 1 
24 1 0 1 1 1 .1 
25 1 1 0 0 0 1 
26 1 1 0 0 1 1 
27 1 1 0 1 0 1 
28 1 1 0 1 1 1 
29 1 1 1 0 0 1 
30 1 1 1 0 1 1 
31 1 1 1 1 0 1 
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x 	bl 

G C ANALYSIS OF MI INAL aUCCESS PAThS AND CUT $SETS S+ Shill b.►,i,~E•~. 
D1MEM5IO4 1P41O,10101C(10,1.0); IUN(1O),Ibt &o1 v BOUt4D110I 
DIMENSION P $tIO),POCZO),1TAB30,1O),IPREDIIO,1O),IACTIIIO) 

DIMENSION INCOECIO.103 
I 	READ l i ►t 

C 	ZERO ARRAYS 
00401 ial,IO 

13th*0 
SOUND(I )*O.0 

00401Ja1,10 

401 ZP( J. t l *4) 
READ 1514 s t P tI?& # I I 11 i I I` 	t 
PUNCHI. 0sN, II spRU3t I .i*1,N )  
011001.1,10 
00100J•1.10 

100 ZPI I, J) 0 

00104I.*1sJS 
READ1QZ tK Ttt1 
001041 Iols 
READIUZ.IPREDt 1,113 
U-IACTI(13 

104 #T&$L(Lt.I1)=1P E-D 1,11 
Jul 
*l 

IP(Z,11 2 
.106 J*J4p1 

I IC*O 
1C014T*0 
0012 i 1.NP 
IFS[ IPt I,J-1111147,107.108 

107 KZC*IIC+1 
60 To 128 

10$ ,*1PU j-l) 
Hal 

P(IvJ1+03TAft 9#141 
109 $*M+1 

• 1Fi,ITA8l.I,3I11 ,1 8,11.1 
111 I CON TO I CON T4.I 

K6C=NP+1 CQ T 

D0112KKv 1,J . 
112 IP(KBC.K )*IP(I,&K) 

IP t KsC.,I ). I T&SLI K#%i 
60 TO 109 

12.6 CONTINUE 
IF# K,IC—NPI 113.114.114 

113 t4PNP+ICONT 
GO TO 106 

114 PUUCH1Q 1,O,NP 
D04501w1*KP 
D04OOJ 1rl0 

400 IuN(JIwU 



430Jn1,10 

IFU ()430.430s,410 
410 irtK-225142O,43O,43O 
420 IUN#KI*I 
430 CONTiNUE 

440Ja1.10 
440 IP(IwJ) iUN(J) 
450 CONTINUE 

41.LsNP 

►3J1,1 
Ic(IP(19JJ))3,3*2 

2 	K=f+Y 
104 K)*J 

3 CONTINUE 
P4JI4CflIQZ0.1,4IOI )'.J ski 

4 CONTINUE 
C 	+war DETERMINE SYSTE4 CUTS 
C 	*** CHECK FOR SINGLE ELEMENT CUTS. 

0030Ja1 o N 
002201*IiNP 
ZFt IPI I.J )3O 3 ,20 

20 CONTINUE 
it41G,,J)*I 
K*1 4I 

30 CONTINUE 
C 

	

	. *** (HE(K FOR D J 1.. ELEMENT CUTS 
141NN-1 
IF~EN1)$71s5Ti.3i 

31 ,0901a1.NJ. 
111+1 

90Jo 11,N 

DO4OL* L.ftP  
I 'tIR( .,I)i6Q1.602,801 

602 lift IPIL.J) )601.6Q3.601 
601 IT ICK0 

- To 704 
803 ITiCKc0 
704 IDUM.IDUt I TICK 
40 CONTINUE 

lift I0Ul'fP! 90#50#90 
so ICtK.I) 1 

ICCK*JJw1 

51 0O70L1,l 
! DUM*O 
JDUMmU 
D?60MWl*N 
I 't iCt K04) 1604,605,604 

604 IF( ICIt ,$) )6060605*6Oo 
605 1TICK*O 

GO TO 607 
606 ITICK*1 



104Jt4* I DU + T I CSC 
J0Ij *,JO,i1 lCi' ,g) 
C0 IT UWE 
IF(  l DU*-*JDUN) 70,80.70 

+ 	uT Iftt €  

60T090 
iC( 	)VO 

C0 1T !HUE 
L M 1 CUTS THAT ME MINIMAL 

tFt 215U,a71.9i 
Z$0%*1_ 

11 01+1 
0180j*Ii 1i 

1ft iPM,)*08.*09,606  
609 
*10 
608 IT'1C *1 

14612 
611 JTICK.O  
612 JOUM*~10UM+jTIC 
120 CON T I N E 

WI LMP116130.tbe 
130 00351., 
133 

tC#(,J)*1 

'(7i.3I 
131 003 7Ot4i ,K1 

.0Ut4-O 
001401Jni. 
Lit #C .0 I 6i3,614.b13 

S13 IFI1CtK.IJ J6.,ô14#i5 
1T1CK 0 
00 to 614 

61. UTt a 
JDUM.JOUM#UCIM.rJ )  

140 C0ETXNU 
1F4 1-DUM-40 317th.15 ..110 

ISO 
ICt 
GO to 1$U 

170 COtiIU*UE 
Znd 
180 CONT 1$UE 

**•M&, MIIflMAI. CUTS OF i II: ,D ORDER OR &E65  HAVE LhWi D T:E NINI. 
571. 

P t 1i 10 30, 0 
00 1.95 I1. *C 

*07 

60 

To 
71, 

so 

90 
C 

91 



4j 

&mO 
00190 J 1.N 

185 *+2 

190 CONTINUE 
PUNCH 102 r . # ?. ? s 	# ? 

195 CONTINUE  
1500 FORMAT (1015) 
1.510 E0R AT (8 LO.4.) 
102 FORMAt# b?, ? 
3.)0O 	T t /7X.1 'h C lRC44L I CONTAINS*3 ,9 EL 	`1 X*8" EW4ENT 

UIS .12H PR0SABIL1TY/1jX,7K NU 8ER.I6X, 1H Of SUCCESS/IIL5aF26,#? 
2010 FOR. AT t I7Xs26H TIt. SETS O SUCCESS PAT .13/A .SM PATH* .5Xs 

11oH EL .MEN T NUF48ER / 
1020 FORMAT I I15 s&Z.5I5i 
1030 FORMAT( 3.TX 9H CUT SET . 3/ zYL*8HH CUT SET.15X. 

116H Et. EMEN T HUMBER/) 
STOP 

END 
5 

.9340E 00 .86Q0E 00 ,9200E 00 .9900E 00 .9800E 00 . 000E:*-03 
I 

0 
0 
0 
0 
2 

0 
0 
0 
0 
3 

0 

0 
0 
4 
1 
0 
0 
0 
0 
3 
2 

4 
0 

25 
5 
0 
0 



a5 

0 
0 

C ANALYSI 0 MINIMAL SUCCESS PATHS At40 CUT SETS SUS*411. ( .E.L. 
PfOfRAø ACCEPTEDL 	36930 54620 	58509 59999 

CIRCUIT CONTAINS S ELE$NTI  
ELEME1T 

U s OF 	C 
1 .9300 
2 , 8404 
3 .9200 
4 .950 
5 01 	O 

PATH 
1 
2 
3 

CUT 

a 
3 

STOP Et4D AT 

TIE SETS OR S: C S PATES 3 

1 	35 
1 

CUT SEA-& 
SET 

4 5 

ELEMENT LUNG$ 
S 

2 
3 4 

S. 1 130 + 01 1. 2 



rn+w rir i+i+rruiri~rw ien 5+nri n~utirrrr'1rI 

C C MAIN PROGRAM SUShIL. t.1ioE.L. 
DIMENSION IKt 0p 3xIxa),P13o),C410 1o) 
READ 10 •mE 

10 FOR AT(2I3i 
REAOZQ, I IK(Y #,JKt I I.PU U i, Isj,NE J 

20 	FORMATI5(212,F]o.6# 
1le1,NN 

	

I 	C(1sJ)*O,Q 
a2 

X41oNN ►1 
00211tloNI. 
003J1 jj. N 
0•  

00 13 IR1,F4E 
IP(Ibf I1-I1)13,14,•13 

14 	1F(JK( i )iJ1)13,l5, 3 
Is PIZai'fI)  

.JK L 3 * 0 
00=10 PO 
PO*P4.UO*P12 

13 CONTINUE 

	

3 	CI1i J1Iac(ilsi1i.pO 
jJwJJ+l 

	

2 	CONTINUE 
PUNCJf30*# fc(l*J}.~r, w1:NNla~lftI*x.1 
N2*NN-FZZ 
DO8NS4' i .NZ 

00 21 I*I.N1 
Mau 
DO 22 j*2,$ 
IF4CII,Jl#23, l,23 

23 M M+1 
22 CONTINUE 

C(1, .)*$ 
21 CONTINUE 

00 41 j*2,Np 

005.E i.*1, 3. 

61 L*t.+1. 
51 CONTINUE 

CIfN,J.1*L 
41 CONTINUE 

00 71 12,N1  
WIC Ir1F uL.)71,8I,7I 

81 
91 Kat 
71 CONTINUE 

1F(X-=1)9.9rrU„ 
9 	PtNCH6O 
60 FORMAT (24H NO SERIES PARALt L CASE) 

GO TO 12 

	

11 	PUNCH 34 
50 EORMAT(26H MATRIX F0RE EIKINATZON# 

PUNCH40 rK 

	

40 	0RsATiZ5H NODE TO BE ELIMINATED 164,14) 

a t; 



4 CONTINUE: NUE: 
5 IX * Z 

Jx2,NN 

6 C NtINUE 
7 JXNJ 

CX.*C41X,K)*C( ,,jX) 
Ct LX,JX) =CX4C( Ix#JX)*'(3r-kCX 
Ct tx*K)aO,O 
C(KsJX)*OsO 
CONTINUE 
PtJNCH3I,C( 	 ) 
GO to 32 

31 FORMAT t 27H RELIASfl.1 Y OF T E •5YSTEMw,F1A.6) 
.2 PUNCH 3O i t I I#j),J , 3, *I, N) 

30 FORMAT(6F10r6) 
.32 STOP 

END 
4 5 

12 *93 13 .86 23 492 23 a95 34 
C C MAIN PROGRAM SUSHIL S.H.E.L. 

PROGRAM Ac EPTEo2 	36930 4 230 	59129 9999 

0.000000 •930000 0.860000 0.000000 0.000000 0.000000 
4998000 0.000000 0.000 *00 0.000000 0.000000 *980000 

0. 000OO 0.000000 000000001 00000000 
MATRIX BEFORE ELIM1NATION  
2.000000 #930000 .860000 0o00000 1*000000 0.000000 

0996000 00000000 1.00000 0.000000 0#0 0000 .9S000-0 
0.000000 1#000000 2.000004 1.00000-0 

NODE TO BE ELIMINATED IS 2 
MATRIX WEFORE. ELIMIN TLO 
1.000000 0.000000 .989679 0.000000 0.000000 0.000003 
0.000000 0.000000  1.00000* 0.000000 0.000000 0980000 
O,QU40W 0.0 0000 1.000000 1.0J0000 

MODE To BE ELIMINATED 18 3 
RELIAbILIfl OF 911E SYSTEM* *969886 

0 	STOP END AT S 0032 + 00 e 4 



C3 C 	1k1 	L .:lLVt►~1.1 ril O#' 	JJLE i iY 32E.  
Di:i~.:.J .v_. 	L(16), 	IC(4), I11(4) 

LED 
..1sG~9.r 

I:1 	(IuN*:'v 1 )/2 
Dti1G11I iit 

10: .G:vT111t .L 
.!32CI=1 ,Li; 

iti(I)=O 
Ic;(I)=0 

20:  al"Ir i14u. 
D0301=1 , i 
axU . I, 	Ua , 	Lt. 

- 1J)25, 21, 	21 
21:  1.t 	41 

00 TO 180 
+ UJ - (II 	• 1 	)/2 

-. 	It 	(.ii.L) + 	±r 	-- R(ItJ.)) * WU 
30: CU141 	IUB 

1;05001 -- I1, 	1 
1 	1 + 1 

0050J = lit 	;: J 
i11i = 	(1-1 ) 	:,::i + J - ii + 
Ii•F 	(A(. 	:J) )4c, 50, 40 

40: ..Z 	(1) 	= 	Iii 	(.L) + 	1 
LU (J) I 

60: *9UI = 1, 	#If 
La" 	(Xx )I) 	- 	1) 90, 70, 90 

70: Li' 	(i(L) 	- 	1) 90, ac, 90 

t 	I 	61, 	k 
tip. 	'To 	100 

90: cam► ; ~. ",L 
:4UT1 	51 
GO TO 180 

ILO: D0IU5I 	1, 	..1 

I.(s'(C:i,j))t1O, 165, 	110 
105; WN Ih,UF. 
110: z 1A) 

I1 	= .L + 	1 
D01201 a u1 t 
JJ=x 
IL L 	_ 	(i:-1) 	• _. 	• 	1 	-  
ii? 	I... 	,,13C, 12..., 	13 • 



12 8 	'31 T, 1WE 
130:  

G7. = £1(11) *' R (J1) 
XID = (Ii.-1) * 	+ JJ — (11 * (U + 1)12 
I1'(!t(1NJ)150, 1409 1510 

140: 	R (Ii t) 
GC. ~(, 16© 

150; 	P(IND) i!+ st(ii}D) 1' J!I — R(I1*1D) * 

xC(JJ) = IC(JJ) .- 1 
160: R(It) 0.0 

= 0.0 

XC00) = 0 
XL IL +1 
IF(IL — i 2)60, 2 170, 170 

1703 	wkcITI 31, R(1) 
31: 	'Oail-!AT(/} 'JYJTh . . .A4IAI3ILXTY = s , E) 
411 	P0xi4 (/ e 'Z0 1)J LPL :AhUGLY xtUPIM- RL D" 
51 	0z~N 1~ /• `~Y32Li: i:1 	I Gt 1IL3 	ti►L csM 	'RUC' "~Kk.' ; 
61: 	 CtT~1 , (/! 	Ly' LL 	0 EYi. Jsr4i.2f4 .l , i 

1 31 6 	STOe 
AAAD 

4 5 1 2.93 1 3 .86 2 3.92 2 3.95 3 4.98 

C: C 	fltLl,*BILI 	l:lt«:..,:,s 1CrL 0$' UftlI '.r* t'JUI1ALLi.L 3YJT'*7 
I 
NOD TO I 	x IU T`.r-; 

JY J . ;X R :LIABILITY = 9.696656L--1 



s 	V 
t 

C C *c ,LPILIT`y EVA4,.UATiON OF .SERIES PARALLEL SYSTEM 5USHIL S.H.E.L 
01 €J6LON (3OU):L.C.iliti. P(3 
READ 1000#HhvNL 

C 	1ii*NW4B R OF t IDES. L• 8ER OF ELEMENTS 

NZ*f 2 

D01OIa19I R 
10 	RLX)aO.O 

4ZO1s1,Nib 
1R# ilmo 

20 ICtI)*cO 
0O3t l 1 Nip. 
READ2000,1 I alZJsRR 

C 	110STARTING f.ODE,1j*FINISHING tODEpRRzRCLLABILITY OF ELEMENT CO+ 
C 	BETWEEN 11 AND JJ 1ODES  

IFt 1i—iJ325.2I,21 
21 PONCH4000 

GO To 180 

LN 3*fit(iND)+RR 1 (iND1'RR 
30 CO TiNUE 

C 	CALCULATE 1$DE+~GREE AND OUTO GREE OF EACH MODE 

11*1+1 
0050J.I 1 

40 LRI I).CBV )+1 
ICtJ#•3C4J#41 

50 CONTINUE 
C 	FIND THE NODE K TO S.  ELIMINATED 

IL O0 
60D0901*1.NN  

IFLIR(I) 1)90.7 .O 
TO 	IF( Id I 1-1)9Q.80#9O 
80 ;KwI 

PUN +CH6 O0 , 
GO TO 100 

90 	(0 141 I.NUE 
PUNCHSOOU 
Go To 180 

C 	ELI#4INATE THE KTH MODE AND -€4001FY THE ARRAY 	R 
100 00 105 11.N1 

list 

105 CONTINUE 
110 L1*IND 

D0124I=K1.Nh 
JJ•& 



no ON INVE 
130 J1m ND 

lwR I I 	,IJ 
InDO4 & 1-11 *NN+J, -(I i.(11+Z J 1/2  
L (RI l D)1150.1 0;I ►0 

140 f i o •ZZ 
T9 180 

150 R# 1N0i*R(I iDj# - ►R41NDi*1,. . 
LR(fl),IR(I )-'1 
£C(JJJ*ICtJJ) l 

160 Rt;il)'ap.O 
X 110 3*0 

1F4 1LN2)êO,JZO,170 
170 PuNcH300Q.R4sIi  
1000 FORMATt2DD) 
20000 Fo"ATt2Z5,E1 .61 
3003 FORMAT I IUX,2UH SYSTEs RE.BI1TY*,D.6) 
4004 FORMAT t 2"h NODES ARE WRONGLY NUN ERED)  
$00O FEAT I4QH SYSIM 1445 hOF4SERICS PARALLEL STRUCTURE ) 
6000 F MAT L IDX.Z,Ht.NQDE TO SE EL,i IN T D**.1l 
140 STOP 

END 
4 5 

.Al 	*92 
2 3 .95  
3 4 098 

C C RELia!t.I TY EVALUATION  
PR3GRAM ACCIPT }Z 

OF SERIES PARALLEL SYSTEM SUSHL L B.H.E,L 
.36930  4 590 	9439 49999 

	

r•N0DE TO LE EiiI.MI TE** 	a 
• *NODE TO BE EL1MIttiATED** 	a 

SYSTEM RELI ILITY* ..969466 
0 	STOP END AT S. ! i O + 00 L. I. 



2 A _____V 
C C RELIASILZTY EVALUATION LUSHIL b.Fi+i L. 

DINEflS1 ,t';i LEA'iO,101gL€tlO,,143*MK(10)s #1O),KLl10),t4A+UUO) 
D.t4ENS1Ot'3 B(1Os10),J ;CU ,01*LOSt10#101vRR(10) 

C 	L€LIsJ)tI4ATRtx OF PATH 
C 	tvEOMMSER OF E .E frlTS,f P&UVM E OF PATH$ 

RE.AD 1O. NE.J P 
10 FORMAT4215 

11 FORMAT(30U) 
DO1 *3.,NP 

12Jc1:t1E 

1UKo1,.l 
12 	Lit 1,J) LTt I,J.)+LEtM.J) 

PUUCHZ 3 
13 FO IAT (19H RETAII4 TII5 VECTOR) 

DO 9IJo1,tE. 
I  I 

91 	LO.I (! 6, J I LE U U. j ). 
PUNCHl.4s(LOStIG,J).J 1s#` E 

14 F MAT (IOt5I 
002 	P 
LAS` =O 
t4ATal 

R o 
17.J 1, ICE 

IF(LE(I,J)f17,15.1? 
15 	IF(LT(I:J))1. v17s16 
36 MPPR+1  

tt1PUUwLitls.)) 
$APU4PR 

17 CQtTI UE 

OOZZJA=I*NL 
At JA I =LE( I arJA ) 

22 iBtMATwJA) LEt l*JA# 
23 	KTDKPI t ! 

A(t(T) I 
g31 1Ai, T) ' I 

73 	IFt~4i - Pfi5Is'51,59 
51 	IDDI -I 

=no 
00 55L +1,1D 
DO534.+ 1,NE 
1FfLELL,K1-'1)53.52 53 

52 	IFINA(K)-1)55 53.55 
53 C '1TIt4UE 
59 	tl tr4c3. 

GO TO 36 
55 COUTIMUE 
56 IF(N —x124.26.24 
24 	t4AT t AT I.. 

0025t4R- I ONE 
2: 	t48(MAT,#4R) i4A(t q) 

GO To 23 
26 PUN 27 



27 FORMAT (17H DROP THIS VECTOR. 
PIJ C$14 (fA(1 )* 0l#NZl 

20 	.ATOLAT+Z 
?29 ,. t L .NE 

29 	& (LR i t B(LAT,LR ) 
t4DIIDK+ 1 

03 U1ND-PR)61,6i,66  
6.1 IRS-1 

Sao 
O065L*1.IR  
GG6#1(cI.NE 
iFt J 8(X +1 )44.62.64 

62 IFtLEiL:K)-1i 63s64 
63 60 TO 6i 
64 c TuUE 

GO TO 67 
65 C T I iUE 
66 t 1D1 
67 	IF(4P*-~1)3G 32s3G 
30 	► 'af-1AT+2 

31U ei, E 

31flAT,L)J1L ) K 
PU cH 101 

101 FOR44T49H CONTINUE) 
PUP$CH14of4A1 ),LK*1:NE 

Du 11D 
GO TO 23 

32 PUP3CIiI3 
I  IG+l 
D092LP o l o f 

92 LOB(XG,LP) J 3(LF 
PUtCH14,(i.004IG,LP),LPx 1sN ) 
IF( LATE-t3AT)20,Z34#234 

234 COUTI1UE 
C 	RRREL.LAI31LITY OE THE ELE tT sRo sY$TCM 

READ 93.(Rk1 l,~C =1,i E 
93 FGW" t40 4 4F10.6)  

D494ML TI. 14 
SU41.O 
00 96 KT' I E 

IFILOO(KLT,iT) j95,96,97 
95 	SUw +.Ui *(1aQ-RR(KT)). 

GO T096 
97 	4=SM4*RR(KT# 
96 CONTINUE 
94 K+~+R+SUM 

PUNCH 90 *#t 
90 F0 4AT t 20H S-VSTEt RELIABIL . Y&%FLO 6) 

STOP 
END 

RELLAGI1.I IY 

5  3 
0 1 00 1 1 0 1 G 1 1 G a 1 1 

•93 	.086 	*92 	095  .$ 
C C RELIABILITY EVALUATIO SUSHIL. (3.H.ERL. 



74 
PROGRAM ACCEPTE Z 	36930 477T0 

RETALN THIS VECTOR 
0 	1 	0 	0 • 1 

DROP THiS VECTOR 
I 	I 	A 	0 1 

RETAIN THIS VECTOR 
I 	At 	 a 	0 1 

DROP THI$ VECTOR 
I 	1 	a 	I I 

CONTINUE 
I 	o-1 	0 	1 1 

DROP Ttfj$ VECTOR 
1 	—1 	1 	1 1 

RETAIN THIS VECTOR 
I 	—1 	I 	I 

SYSTEM RELIABILITY 0969816 
0 	STOP END AT S. 0095 • Al Le z 

58889 6.9999 
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