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ABSTRACT

Document images are often obtained by digitizing paper documents like books or manuscripts.
Document image analysis systems are becoming increasingly visible in everyday life. Accuracy
of any Optical Character Recognition (OCR) heavily depends upon Text segmentation from

~ image document and segmentation of text into line, word, and character.

In this Dissertation we have studied and proposed a new method for text segmentation from
image document using Daubechies wavelet and 2-mean classification. For morphology, we have
used morphology operation like dilation and erosion. Dilation adds pixels to the boundaries of
objects in an image, while erosion removes pixels from object boundaries. We have obtained
good accuracy compared to other methods of text segmentation like haar wavelets, Naive Bayes
Classifier method and decision tree method. We have used same input image for the above
methods and illustrated the corresponding output images. The proposed method for text

segmentation from image document has been implemented in MATLAB.

We have also studied and modified the proposed algorithm for segmentation of text into lines,
words and characters for Devanagari and Gurmukhi scripts in which we have described the line,
word, character and top character segmentation for printed Hindi text in Devanagari script. We
have also described the line and word segmentation for printed text in Gurmukhi script.
Performance increases in various levels-have been obtained. We have observed the performance
of segmentation with the help of five documents in devanagari script and five documents in

gurmukhi script.
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Chapter 1
INTRODUCTION

1.1 Introduction

Text/Graphics segmentation is a classical problem in Document Image Analysis and has been
reported by many researchers. Howéyer, until today there is no efficient method for detecting all
type of graphics and texts in any orientation from real life documents. In this dissertation work,
~ we are mainly focusing on the Extraction of text from an image document page with the help of
Daubechies wavelet and 2-mean classification, and after that segmentation of text into line,
words, and character for Devanagari script and also segmentation of text into line and words for
Gurmukhi script.
We had progressed in two phase, In First phase, work done on Extraction of text from an image
document ‘with the help of Daubechies wavelet and Z-mean classification. In Second phase,
work done on segmentation of text into line, words, and character for Devanagari script and also

segmentation of text into line and words for Gurmukhi script.

1.2 Motivation

In the face of the very impb‘rtaht mass of infonﬁation exchanged between different organizations,
the need for systems allowing the recognition, the indexation, th“é information réttievél and-the
automatic classification of complex multi-lingual and multi-sctipt document images has grown
continuously. However, most works of backward-conversion of printed document images are
limited to textual block recognition without handling complex documents such ‘as letters of
information, forms, all types of application sheet, etc. In prdct‘ice, these documents can be noised,
skewed, deformed, multi-lingual, multi-script with irregular textures and méy contain several
heterogeneous blocks such as annotations, machine print and/or haﬁdwriﬁen script, graphics,
pictures, logos, photographs, tabular structures. This situation makes it difficult to analyze and

recognize document images.



1.3 Problem Statement

In this dissertation work we have proposed and implement a method for Extraction of text from
an image documents with the help of Daubechies wavelet and 2-mean classification. After that
segmentation of text into line, word and character for Devanagari script and also segmentation of
text into line and word for Gurmukhi script.

1.4 Organization of the Report

The report is divided into five chapters including this introductory chapter. The rest of this
dissertation report is organized as follows.

Chapter 2

We have discussed the background and literature survey for segmentation of image document
into text and picture, after that for segmentation of text into line, word and character for
Devanagari script and Gurmukhi script.

Chapter 3

We have discussed and implement the Extraction of text from an image do'cpfr_xént with the help

of Daubechies wavelet and 2-mean clés_siﬁbatioﬁ.
Chapter 4

We have discussed and implement the segmentation of text into line, word and character for

Devanagari script, and also segmentation of text into line and word for Gurmukhi script.
Chapter 5

Concludes the dissertation work and gives suggestions for future work.



Chapter 2
BACKGROUND AND LITERATURE SURVEY

2.1 Text Segmentation from Image Document

There are various methods and techniques for text and picture segmentation in image document.

In this section different methods and algorithms for text and picture segmentation are studied.

The main text segmentation methods in the literature can be classified into connected
component-based, edge-based [2, 3] and texture-based methods [1, 3, and 4]. They are relatively
independent of cﬁanges in text size and orientation, but having difficulties with complex images
with non-uniform backgrounds, for example, if a text string touches a graphical object in the
original image, they may form one connected component in the resultant binary image. _
The basic idea behind the edge-based algorithms is that the edges of text symbols are typically -
stronger than those of noise. Edge-based methods are fast and can detect text in complex

backgrounds but are restrictive to detect only horizontally or vertically aligned text strings. -

In texture-based methods the input image is usually considered as a composite of two (text and
non-text) or three (text, picture and background) texture classes. Many segmentation algorithms
employ a classification window (block) of a' certain size in the hope that all or majority of pixels
in the window belong to the same class [5]. Thereafter, a clas'siﬁcatior.l algorithm can be used to
label each window in the feature space. For example, in [6] the number of classes is two, and a 2-
means classification is used to classify each block of the image as text or non-text according to
its local energy in the wavelet transform domain. By using a 3-means clustering in each image
pixel is labeled as text, picture or background according to a 9-D feature vector based on
Gaussian filtering. A large number of statistical and geometrical features have been proposed for
texture segmentation. The wavelet transform has become a very -effective -tool in texture
segmentation and classification due ‘to its multi-resolution properties therefore wavelet based
features are matter of interest. It provides a powerful transform domain for modeling images that

are well characterized by their edges.



The literature on text segmentation is broad in scope but there appears to be very little literature
on using machine learning techniques on this subject. Text segmentation algorithm should have
adaptation and learning capability, but a learner usually needs much time and training data to
achieve satisfactory results, which restricts its practicality. To overcome these problems, M. M.
Haji, S. D. Katebi [7] give a simple procedure for generating training data from manually
segmented images, then applying a Naive Bayes Classifier (NBC), which is fast both in training
and application phase. We have done comparison from D-Tree and Haar wavelet methods [9]
with our method. Our method is based on Daubechies wavelet and 2-mean classification .Our
method is accurate from existing D-Tree method [8], Naive Bayes Classifier method [7], Haar
wavelet method [9]. We have illustrated accuracy comparison from these methods [7, 8, and 9]

with our method in' implementation section.

2.2 Segmentation of Text

Many methods and algorithms are used for segmentation of text into line, word and character. In
this section we have studied different methods and algorithms for segmentation of document into

line, word and character.

A-lot of research is done in the past on line segmentation of handwritten and printed text. A wide
variety of line segmentation methods for handwritten and printed documents are reported in the
literature. The various existing methods for line segmentation are categorized as projection based
[10, 11], Hough transform based [12], smearing [13], grouping [14], graph based [15], CTM (Cut»

text Minimum) -approach [16], block covering [17] and linear programming.

Segmentation is one of the major stages of character recognition. Recognition of text heavily
depends on proper segmentation of text into lines, words and then individual characters or sub-
characters for feature extraction and classification of these characters. An error in segmentation
may lead to wrong recognition of text and the system may be rendered useless. Segmentation of
handwritten words in Devanagari script is a challenging task because of the structural préperties
of Devanagari character set and writing styles of individuals. Considerable amount of work has
been carried out to segment words of machine printed Roman script and there are varied and

some well developed techniques. There are references available for segmentation of handwritten



text has been done in Roman script also, as shown in [18, 19, and 20] . But very little work has
been carried out for Indic scripts like Devnagari, Bengali, Gurmukhi etc. Only few papers are
available for segmentation of handwritten and machine printed Devnagari [21, 22, 23, 24 and
25].



Chapter 3
EXTRACTION OF TEXT FROM IMAGE DOCUMENT

3.1 Document Image Analysis

Document image analysis (DIA) is the subfield of digital image processing that aims converting
document images to symbolic form for modification, storage, retrieval, reuse and transmission.
The objective of document image analysis is to recognize the text and graphics components in
- images of documents. Document image analysis is the process that performs the overall
interpretation of document images. In practice then, a document analysis system performs the
basic tasks of image segmentation, layout understanding, symbol recognition and application of
contextual rules in an integrated manner. -

Image segmentation is useful in high-resolution image analysis. It provides a partitioning of the
irhage into isolated regions, each one representing a different image. The goal of Document
Image Analysis systems is the description of the document images -vexpressing the rélationships
between document components that are meaningful for' a reader. DIA cannot be presented as a
set of generic methods that could be applied to any documents for any purposes. Before starting
the analysis, pre-processing is needed to improve the image quality and to facilitate the further
treatments. Physical segmentation of the image into homogeneous parts, spatially organi;ed, is
bbtained. ThlS segméntation énablcs to adépt_fu_rther processes to each -spe.ci_ﬁc média (text,

graphics).

3.2 Text Segmentation from image document

Documents in which text is embedded in picture are increasingly common today, for example, in
magazines, advertisements and- web pages. Detection of text from these documents is a
challenging problem. Text extraction has a vast number of applications: o

« Text searches in Images - Currently, Image searches deliver inaccurate results as they do not

search the image content. Text extraction would enable better searching by extracting the content -

of an image.



« Content based Indexing - For the purpose of archiving and indexing documents, the content of

the document is required in the digital format. Knowledge about the text content of documents

can help in the building of an intelligent system which archives and indexes the printed

documents.

« Reading foreign language text - One of the common problems faced by a person in foreign land

is that of communication, understanding road signs, signboards etc. Text segmentation from

image document to make easier such problems by reading the text information from the image

scenes which are captured by a camera.

« Archiving documents - Archives of paper documents in offices or other printed material like
~magazines and newspapers can be electronically converted for more efficient storage and instant

delivery to home or office computers.

3.2.1 Image Acquisition

The image is then' transferred to the PC using either cable or through Bluetooth dev1ce In case of
document image recognltlon a set of printed and hand wrltten documents are dlgltrzed through a
scanner by manually placmg the document on the bed of the scanner. Image Acqu1srtlon is the
process of collection of images for text and picture segmentatron in image document. We have

used scanned image for text and picture segmentation in image document.

3.2. 2 Image preprocessmg _

A techmque in which the data from an 1mage are dlgltlzed and various mathematlcal operations
are applied to the data, generally with a digital computer, in order to create an enhanced image
-that is more useful or pleasihg toa human observer; or to perform some of the interpretation and
recognition tasks usually performed by humans. Also knouvn as picture processing. -
The analysis of a picture using image processing that can identify shades, colors and
relationships that cannot be perceived hy the human eye. Image processing is used to solve
identification problems, such as in forensw medlclne or in creatlng weather maps from satellite
pictures. It deals with images in bltmapped graphxcs format that have been scanned m or

captured with dlgltal cameras. [27]



The color images are then converted to grey level images by finding the grey value of each pixel
located at (i,j) from the 24-bit color value of it using the following formula which shown in
reference [20].

grey(i, j) = 0.59 red(i, j) + 0.30 green(i, j) + 0.11 blue(i, j)

3.2.3 Daubechies wavelet

The Daubechies wavelets are- a family of orthogonal wavelets defining a discrete wavelet
transform and characterized by a maximal number of vanishing moments for some given support
[28]. The names of the Daubechies family wavelets are written dbN, where N is the order, and
db the "surname" of the wavelet. -

Any discussion of wavelets begins with Haar wavelet, the first and simplest. Haar wavelet is

~ discontinuous, and resembles a step function. It represents the same wavelet as Daubechies dbl.

3. 2 4 Block processmg

The Block Processmg block extracts submatrlces of a user—spec1ﬁed size from each input | matrlx
It sends each submatrix to a subsystem for processmg, and then reassembles each subsystem
output into the output matrlx. Hence repeat user-specified operation on submatrices of input
matrix. If we want to divide an image- into blocks and process each block individually, we can
use the function blkproc. This function will allow for me to process distinct blocks as well as
overlapping blocks. With a little creativity, thlS function can be used to eliminate many loops
that would otherw1se be necessary [26] In our 1mplementat10n we have used [3 3] sub matrlx

for block processmg

3.2.5 K-means Clustermg

The K—mean algorlthm is an 1terat1ve techmque that is used to part1t10n an 1mage 1nto K clusters

The basic algorithm is:

1. Pick K cluster centers elther randomly or based on some heurlstlc
2. Assign each plxel in the i 1mage to the cluster that mlmmlzes the dlstance between the .
pixel and the cluster center '

3. Re-compute the cluster centers by averaging all of the p'ixel's'in the cluster



4. Repeat steps 2 and 3 until convergence is attained (e.g. no pixels change clusters)

The k-means algorithm is an evolutionary algorithm that gains its name from its method of
operation. The algorithm clusters observations into k groups, where k is provided as an input
parameter. [29]

We have used 2-means classification in our implementation. One group of white pixel and

second group of black pixel are used in 2-means classification.

3.2.6 Post Processing

Post processing attempts to increase the quality of a mask image. Post processing has been done
with the help of morphology. Morphology is a broad set of image processing operation.
. Morphological operations apply a structuring element to an input image, creating an output
image of the same size. In a morphologic‘al operation, the value of each pixel in the output image
is based on a ébﬁpmison of the» corresponding pixél in the input ifnagé wi'th its néighbors. By
choosing the size and shape of the neighborhood, you can construct a morphological operation

that is sensitive to specific shapes in the input image.

The most basic morphological operations are dilation and erosion. Dilation adds pixels to-the
boundaries of objects in aﬁ i.mage,‘ while erosion removes pixéls on‘ol-aject boundaries. Thé
number of pixels added or removed frofn the objects in an image depends on the size and shape
of tﬁe structuring element used to process the image. In the morphological dilation and erosion
operations,-the state of any given pixel in the output image is determined by applying a rule to -
the éorresponding pixel and its neighbors in the input image. The rule used to process the pixels
defines the operation as dilation or erosion. This table lists the rules for both dilation and

erosion.[30]



Table 3.1: Rules for Dilatién and Erosion

Dllatlon

Etosion .

plxel 1s set to 0 L

10



3.2.7 Proposed Algorithm for text segmentation from image document

Step1:- Read one image and store in X_in.
Step2:- Image converted from RGB into Gray scale image.
Step3:- Find the no. of rows (nr) and no. of column (nc) in an image X _in.
Step4:- compute the approximation coefficients matrix A and details coefficients matrices H, V,
and D (horizontal, vertical, and diagonal, respectively), obtained by Daubechies wavelet
decomposition of the input matrix X_in. We get approximation coefficients matrix ¢D2 due to
two level decomposition.
Step3:- Apply fun = inline (‘sum (abs(x (:)))"); and used the value of fun in blkproc function.
Step6:- Apply block processing for matrix cD2 by applying the fun to each distinct 3-by-3 block
of ¢D2 and return El. .
Step7:- Apply 2-means classification and return an n-by-1 vector IDX containing the cluster
indices of each point in E1. And construct C matrix.
Step8:- if
Maximum pixel value of first row in C > Maximum pixel value of second row in C
IDX (IDX==1)=1;
IDX (IDX==2) = 0,
else
IDX (IDX==1) = 0;
IDX (IDX==2)=I;
Step9:- Change the size of IDX according to the size of E1.
Step10:- Write the image according IDX matrix in tmp.bmp format.
Step11:- Apply morphology for post processing and obtain the mask image L.

Step12:- Convert the mask image into segmented image.

11



3.2.8 Flow work diagram

Convert RGB image to Gray scale
image

Y

[ Use Daubechies waveletsj

Y

[ Block processing for image J

A

[ K-means clustering J

A 4

" Post Processing by ‘
Morphology

A
Generate Mask -
Image

A
Obtained Segmented
Image

Figure 3.1: Flow work diagram for text segmentation
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3.2.9 Experimental Results

We have developed segmentation of text and picture from image document with the help of
-Daubechies wavelet and 2-mean classification using MATLAB R2009a. Here we have

considered some images and illustrate the segmentation of text and picture.

~ Bernd Girod
Professor of Electrical Enginesring,
‘and (by courtesy) Camputer Science

Bernd.Girod is Professor of Electrical Engmeerng and (by
coustesy) Computer Science in the Information Systems
Liseratory of Stanford Usiversity, Catfornia. He was
- Chaired Profasser of Telecomeminications in the Eleewxical

Figure 3.2: Original image

Figure 3.3: Output image before post-processing by Decision Trees method
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We have considered input the image Figure 3.2. By Decision Tree segmentation method, the
output without post-processing is shown in Figure 3.3 and the output (after post-processing) and

final output are shown in Figure 3.4 and Figure 3.5 respectively:

Figure 3.4: Output mask image after post-processing by Decision Trees method

YClhbared Professoraf Telodomsrise dions i the, Elecirical

Figure 3.5: Segmented image by Decision Trees method
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Another text segmentation method as described in [9], the method is based on high frequency
haar wavelet coefficients. If we give input the same image (Figure 3.2) then following images

will be resulted:

Figure 3.6: Output mask image before post-processing by Haar wavelet

Figure 3.7: Output mask image after post-processing by Haar wavelet
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et G

Figure 3.8: Segmented image by Haar wavelet method

Our text segmentation method, the method is based on Daubechies wavelet and 2-mean
classification. If we give input the same image (Figure 3.2) then following images will be

resulted:

}
|
|

Figure 3.9: Output mask image after post-processing by our method
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Figure 3.10: Segmented image by our method

We have done experiment for another image by our method.

- Figure 3.11: Original image Figure 3.12: Output mask image of figure 3.11
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Figure 3.13: Segmented image of figure 3.11
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Figure 3.15: Output mask image of Figure 3.14

Figure 3.16: Segmented image of Figure 3.14

18



We have done some experiment and comparison with other method.

Figure 3.19: Segmented image of Figure 3.17 by Naive Bayéé Classifier method
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Mask image and segmented image according our method is il'lus-trate'iﬁ-_Fi gure 3.20 and Figure

3.21 respectively for the same image given in Figure 3.17.

R

S

' Figuré 3.20: Output mask image of Figure 3.17 by our method
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Figure 3.21: Segmented image of Figure 3.17 by our method
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We have illustrated results for segmentation accuracy of original image (in Figure 3.2 and Figure
3.17) in Figure 3.22 and Figure 3.23 respectively. For original image (Figure 3.2), we have
obtained segmentation accuracy 99.894%. And for original image (in Figure 3.17), we have
obtained segmentation accuracy 99.60%. Hence our method is easier and accurate from D-Tree
method (Accuracy 99.392%), Haar wavelet method (98.39%), and Naive Bayes Classifier method
(Accuracy 99.5%).

1005

100

89.5

99
W D-Tree method

Accuracy

98.5 B Haar wavelet metod

98 B Our method

975

Segmentation
method

Segmentation Accuracy

Figure 3.22: Segmentation accuracy for original image given in Figure 3.2

99.62

98.5
99.58
89.56
89.54

9952 W Naive Bayes Classifier
method

Accuracy

99.5 -
99 48 - W Our method

99.46 -
99.44 ; : -

Segmentation
method

Segmentation Accuracy

Figure 3.23: Segmentation accuracy for original image given in Figure 3.17
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Chapter 4

SEGMENTATION OF TEXT INTO LINE, WORD, AND
CHARACTER

In this chapter, we heve modified algorithm [31] and proposed the algorithm for segmentation of
text into line, word and character for Devanagari script'and Gurmukhi script. |

Segmentation refers to the process of pai'titioning a digital image into multiple segments (sets of
pixels). The goal of segmentation is to simplify and change the representation of an image into
something that is more meaningful and easier to -analyze. Text segmentation is a process in
which the text image is segregated into units of patterns that seem to form characters. All
recognition algorithms depend on the segmentation algorithm to break up the image into
individual characters. Segmentation process involves three steps namely line segmentation, word
segmentation and character segmentation.

Line segmentation is the process in which from the image, we extract only lines or differentiate
the lmes o |
Word segmentation is the process in which from the line segmentatlon we extract only words.
‘As we know that there is a distance between one word to another word this concept is used for
word segmentation. Word segmentation is the problem of dividing a string of written lénguage
into its component words. ” R
Character segmentatlon is the process in which from the word. segmentatlon we extract only
characters. Character segmentatlon is a crucial step of OCR systems as it extracts meamngful
reglons for analysis. This step attempts to decompose the image into cla551ﬁable units called

character.
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4.1 Characteristics of Devanagari Script

Devanagari is used in many Indian languages like Hindi, Nepali, Marathi, Sindhi étc. More than
300 million people around the world use Devanagari script. This script forms the foundation of
Indian languages. So Devanagari script plays a very major role in the development of literature
and manuscripts. Devanagari script has about 11 vowels and 33 consonants. And Devanagari
word is written into the three strips namely: a core strip, a top strip, and a bottom strip as shown
in figure 4.1. The core strip and top strip are differentiated by the header, while the lower

modifier is attached to the core character.

Top strip

e > Header Line
ﬂl‘ A ~«—Core strip

-

Bottom strip

Figure 4.1: Three strips of Devanagari word

OCR for Devnagari script becomes even more difficult when compound character and modifier
characteristics are combined in 'noisy’ situations. The image below illustrates a Devanagari
document with background noise in Figure 4.2. We can clearly see that compound characters and
modifiers are difficult to detect in this image because the image background is not uniform in

color, and marks are present that must be distinguished from characters.
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Flgure 4 2 Image w1th background noise
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4. 2 Characteristics of Gurmukhi Script

Gurmukhi script alphabet consists of 41 consonants and 12 vowels [12]. Some characters in the
form of half characters are present in the feet of characters. Writing style is from left to
right. In Gurmukhi, There is no concept of upper or lowercase characters. A line of Gurmukhi
script can be partitioned into three horizontal zones namely, upper zone, middle zone and
lower zone. Consonants are generally present in the middle zone. These zones are shown in

Figure 4.3. The upper and lower zones may contain parts of vowel modifiers and diacritical
markers. [13]

(e o I =% b, —

Figure 4.3: a) Upper zone from line number 1 to 2, b) Middle Zone from line number 3 to 4, c)

lower zone from line number 4 to 5.

4.3 Image Categories and Pre —Processing .

The various categories of the images that could be fed as an input which is in three categories. |
Binary level images, pseudo color and true color images. For a bi‘nary level iﬁlage, the
preprocessing required is minimal. There are two colors, a foreground and a background color.
The text is usually :r_:epresented in the foreground. So we would need to look for the foreground

components and perform the analysis. |
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present in the image. Here we have considered bottom strip with core strip. The process of

. segmentation mainly follows the following pattern:

. First, it identifies the page layout
. After that, it identifies the line from the page

. Identifies the word from that line, and

. Finally, identifies the character from that word.

4.5 Proposed Algorithm for Segmentation of Devanagari Script and
Gurmukhi Script

Step 1: Line Segmentation

In line segmentation our aim is tp draw of one upper horizontal line and one lower horizontal

line for each line of text image. The steps for line segmentation are as follow:

e Horizontal scanning for the input ifnage

e Using the Horizontal scanning, find the points from which the line starts and ends.

e For a line of text, upper line is drawn at a point where we start finding black pixels and
lower line is drawn where we start finding absence of black pixels. And the process

continues for next line and so on.
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Step 2: Word Segmentation
e Vertical scanning for each segmented line.
e Using the vertical scanning, find the points from which the word starts and ends.

e Vertical lines are drawn at starting and ending points for each word.

Step 3: Character Segmentation
e Horizontal scanning for each segmented line.
e From the horizontal scanning, find the row which consists of maximum value.

e The row which consists of maximum value of black pixel for each line is actually the

row which consists of Header line.
o Using the vertical scanning for each segmented word in below of header line.
e Using the vertical scanning for each segmented word in above of header line.
e Using the vertical scanning, find the points from which the character starts and ends.

¢ Draw line according these coordinate.

4.6 Packages Used

import java.awt.*;/ this package is a abstract window toolkit for applets design for interaction

with user.

import java.awt.event.*; //This package is supporting handled event are those generated by

mouse, keyboard and other control such as push button etc

import javax.swing.*; //swing is a set of class that provide a more powerful and flexible

component than in AWT.

import javax.swing.JOptionPane; /It is a subpackage of swing class which contain option

panel.
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import java.io.*;//This package is used for INPUT from user and OUTPUT by program or

console stream

import java.util.*; //This package contain some of the most exciting enhancement like :
collection and contain a wide assortment of classes and interface that support broad range of

functionality.

import java.awt.image.*; //This package use to suppoﬁ graphic images pictures.

4.7Designing Panel Ffame Buttons and Scrollbars
/... create Button and its listeners
JButton openBﬁtton = new JButton("Open");
" JButton lineButton = iew JButton("line segment");
JButton wordButton=new JButton'(-"_word segment");
, vJButton _charButton=new :JButton(_"char segment");

‘JButton clearButton=new JButton("clear");

//setting tool tips for various buttons
OpenButton.setToolTibText("click here to choose a file");
lineButton.setTool TipText("'click here for line segmentation");
wordButton.setToolTipText("click here for word segmentation");
charButton.setToolTipText("click here for char segmentation");

clearBﬁtton.setToolTipText(‘!click here to clear the panel");
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//adding mouse listener to various buttons
openButton.addActionListener(new OpenAction());
- lineButton.addActionListener(new LineAction());
‘wordButton.addActionListener(new wordAction());
charButton.addActionLisfener(new charA;:tion()); '

clearButton.addA ctionListener(new clearAction());

/l... Create contant pane, layout components
JPanel content = new JPanel();
- :JMenuBar bar=new JMenuBar();
set’MenuBar(bar);
JMenu helpmenu=new JMenu("Helb");
' helpmenu.setMnemonic('H");
.JMe‘nuItem aboutopen=new JMenultem("About open");
JMenultem lineseg=new JMenultem("Line segmentation");
// Create JPanel canvas to/hold the picture
imagepanel = new DrawingPanel(); |
J/ Create JScrollPane to hold the canvas containing the picture
JScrollPane scroller = new JScrollPane (
J ScrolIPane.VERTICALMSCROLLBAR_ALWAYS,

JScrollPane.HORIZONTAL_SCROLLBAR_ALWAYS);
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scroller.setPreferredSize(new Dimensioﬁ(500,300));
scroller.setViewportView(imagepanel);
scroller.setViewportBorder(
BorderFactory.createLineBorder(Color.black));
// Add scroller pane to Paﬁel
| Content. add (scroll_er,"Center");
// Set window characteristics
this.setTitle("File Browse and View");
this.setDefaultCloseOperation(JFrame. EXIT_ON_CLOSE);
‘this.setContentPane(content); -

this.pack(); -

4.8 Important Methods

pub'lirc int wordseg(int lineno, 'int w, int h, int vHisto[])

//this above method is used for word by word segmentation

public int lineseg(int w, int h, int hHistof])

//this above method is used for Line by Line segmentation Horizontally
public int hline(int In, int wn, int w, int h, int hHisto[])

//this above method is used for Line by Line selc;.ction Horizontally
public void ccharseg(int In, int wn, int w, int h, int vHisto[])

//this above method is used for vertically selecting single character segmentation
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public boolean accept (File f)
// this function is internally used for the Filtering action
public String getDescription ()

// this function is internally used for the Filter Option drop down menu

4.9Development Requirements

4.9.1 Software Requirements ’
During the solution development the following softwares were used:
» Microsoft Visual Studio |
> JDK1.4
> Swings
» JCreator

4.9.2 Hardware Requirements

During the solution development the following hardaware specifications were used:
> 2.0 GHZ Core2Duo Processor
> Minimum 1GB Ram

'4.9.3 Input Requirements -

Scanned image as the input.
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4.10 Technologies Utilized

~ Here we used Swing Technology. Swing is a GUI toolkit for Java. Swing is one part of the Java
Foundation Classes (JFC). Swing includes graphical user interface (GUI) widgets such as text
boxes, buttons, split-panes, and tables. Swing widgets provide more sophisticated GUI
components than the earlier Abstract Windowing Toolkit. Since they are written in pure Java,
they run the same on all platforms, unlike the AWT which is tied to the underlying platform's
windowing system. Swing supports pluggable look andlfeel— not by using the native platform's
facilities, but by roughly emulating them. This means we can get any supported look and feel on
any platform. The disadvantage of lightweight components is possibly slower execution. The

advantage is uniform behavior on all platforms.
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4,11 Experimental Results And Discussions

We have collected 10 printed documents, which is document-1 to document-5 in Devanagari
Script and from document-6 to document-10 in Gurmukhi Script. We have shown document-3 in
figure 4.4 and we have illustrated the number of lines and each line contains the number of

words, characters and top characters with the help of Table-4.1.

A 95T Tan ¥ |
T Qe S 897
Jor guH et <7 |
Qe B HAGIT TRH,
T T IR TR AR |
R gEe ¥l |

Fi'gutj'e 4.4: Documerité in DeVanagaﬁ Seript.

We have consf.ructed ‘t-heA Table-4.1, Which shows tﬁe -accuracy of word, character and top -
character segmentation for document-3.in Devanagari script by Figure 4.4. Which is also
illustrate the recognize wofds, charactefs, and top characters with respect of original words,
original characters and originai tdp characters respectively for each line of document-3. And we
have illustrated line and word segmeﬁtation of document 3 in Figure 4.5. Output of Line and
Word segmentation of document- 3 shown in Figure 4.6 which is illustrated that how many
" number of words in each line. For Character segmentation of document-3, we have pushed the
button ‘character segment’ fhen output Will be showh in Figure 4.7 by which we have illustrated
the character segmentation and top character segmentation. And in Figure 4.8, we have
illustrated the output of Character segmentation for document-3 by which illustrated number of

character and top character in each line of document-3. -
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Figure 4.5: Line and Word segmentation of document 3
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Figure 4.8: Output of Character segmentation for document 3
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Table 4.1:-Result of word, Character and top character Segmentation of Document-3 in

Devanagri script

Line No. of words No. of characters No. of top characters
e Original Recognize | Original | Recognize | Original Recognize
words words
char characters top top
characters | characters
|10 5 5 13 12 5 ‘ 5
1 5 5 13 13 4 4
2 5 5 12 12 5. 5
3 6 6 12 | 12 6 5
4 4 4 13 13 2 2
5 6 6 15 15 4 4
6. 5 5 11 11 4.‘ 4 |
7 6 6 15 | 13 5 | 5
Total 42 42 102 101 35 34
Accuracy 100% 99% 97%
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We have shown the d_ocunrent-6 in Gurmukhi script by figure 4.9. We have shown line and word
segmentation of document-_6 in Figure 4.10 after that Output of Line and Word segmentation of
document-6 illustrate in Figure 41 1. We have also illustrated the result of line segmentation and
word segmenfation’for dif‘fer'en't-c_locrxrrlent by _Table-4.2 and Table-4.3 respectively for both
Devanagari script and Gurmukhi script. Here we have obtained the accuracy 100% at line
segmentatioh level and 99.75% at word segmentation level. And for only Devanagari script we
have illustrated the- result of -word, -Character"s- and Top Chérac_rers Segmentation for five
documents by Table-4.4. ‘Hehce we‘ have obtained the accuracy '99.75% at word segmentation

level, 98. .89% at character segmentatlon level and 97.40% at top character segmentation level.

This is better than prev1ous results
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Figure 4.10: Line and Word segmentation of document 6
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Figure 4.11: Output of Line and Word segmentation for document 6
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Table 4.2: Result of Line Segmentation by our Proposed - Technique

Document No. of line C;;:::::e d ncorrect . Accuracy
: Segmentation

Document 1 | 13 13 0 100%
Document 2 | 9 9 0 100%
Document 3 8 8 0 100%
Document 4 15 15 0 100%
Document 5 12 12 0 100%
Document 6 22 22 0 100%
Document 7 24 24 .0 100%
Document 8 20 20 0 100%
Document 9 17 17 0 106% ‘
Document 10 16 16 0 '100%
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Table 4.3: Result of Word Segmentation by our Proposed Technique

Document No. of Correct Incorrect "Accuracy
words Detected segmentation

Document 1 68 68 100%
Document 2 118 117 99%
Document 3 42 42 . 100%
Document 4 90 90 100%
Document 5 87 87 100%
Document 6 120 120 100%
Document 7 104 104 100%
Document 8 98 97 99%
Décument 9 56 | 36 106%
Document 10 103 102 99%
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Table 4.4: Result of word, Characters and Top Characters Segmentation for Devanagari

Script Document.

Document No. of words No. of Characters | No. of Top Characters
No. of' No. of No. of No. of No. of | No. of
original recognize original | recognize | original | recognize
words words characters | words Top Top
characters | characters
Document-1 68 68 182 180 59 58
Document-2 118 117 262 259 102 99
Document-3 42 42 102 101 35 34
Document-4 90 . 190 215 213 . 79 - 77 ..
Document-5 - | 87 87 228 225 72 70
Total 405 404 989 978 347 338
Accuracy 99.75%

98.89% .

- 97.40% -
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We have done comparison of line segmentation for printed Devanagari script and Gurmukhi
script from Jindal and Sharma method [24] with our method which shown in Table 4.5 and in
Figure 4.12. Hence we have obtained the accuracy 100% at line segmentation level for

Devanagri script and Gurmukhi script for above documents.

Table 4.5: Comparison Accuracy in line segmentation

Method Accuracy for line segmentation
For Devanagari script For Gurmukhi script
Jindal and Sharma method 99.79% 98.12%
Our method 100% 100%
100.5
100
99.5
>
8 99
5 #® Jindal and Sharma
& 98.5 method
38 M Our method

975 -
97

Devanagari script  Gurmukhi script

Accuracy in Different Script

Figure 4.12: Accuracy in line segmentation
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We have done comparison from Sharma and Singh (SS) method [31] for Gurmukhi script with
our method . For comparison, we have considered four documents in handwritten Gurmukhi
- script.In Figure 4.14 and Figure 4.15, we have illustrated line and word segmentation of

Documentll and Output of Line and word segmentation of Document 11 respectively.And
overall results shown by SS method and our method for same document 11 in Figure 4.16 with
the help of Table 4.6 and Table 4.7 .Comparison between SS method and our method shown in

Table 4.8.

Figure 4.13: Document 11 in Gurmukhi script
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Figure 4.15: Output of Line and word
segmentation of Document 11
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Table 4.6: Results for Line segmentation

Document No of Lines Correctly Inaccurate Accuracy

Detected segmentation
Document 11 5 6 1 83.34%
Document 12 10 9 1 90%
Document 13 20 19 1 95%
Document 14 12 11 1 91%

Table 4.7: Results for Word segmentation

Document No. of words Correctly Inaccurate Accuracy
B Detected segmentation

Document] 1 57 67 10 85%

Document12 85 74 11 87%

Document13 98 83 15 84%

Document14 74 63 11 84.5%

Table 4.8: .Comparison Ac;curécy between SS method and our method

Methods . Overall Accuracy

- Liﬁe_ sééfnentation » Wofd-segmentation :
Sharma and Singh method | 83.02% ' 84.17% |
Our method - 0% T 8%

Hence we have obtained the accurécy 90% at the level of line segmentation and 85% at the level
of word segmentation for handwritten gurmukhi script.
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Chapter S

- CONCLUSION AND FUTURE WORK

5.1 Conclusion

In this Dissertation, we have done worked in two parts. In first part, we have proposed algorithm
and implementation for text segmentation from image documents based on Daubechies wavelet
and 2-mean classification .Our method is accurate from latest D-Tree method, Haar wavelet
method [8, 9] and Naive Bayes Classifier method [7]. And we have also illustrated accuracy

comparison from these methods [7, 8, and 9] in implementation section.

In second part, we have presented a modified algorithm for segmentation of line, word,
character, top character for Devanagari Script and also Segmentation of line, word for Gurmukhi
Script. A performance of 100% at line level, approximately 100% at word level, 99% at
character level, and 97% at top character level for printed Devanagari script is obtained. And
also performance of 100% at line level and 99% at word level for printed Gurmukhi script is
obtained. And we have obtained the accuracy 90% at the level of line segmentation and 85% at
the level of word segmentation for handwritten gurmukhi script. The overall successful

segmentation achieved throu gh the proposed algorithm is better than previous result.

5.2 Suggestion for Future Work

The proposed algorithm for segmentation text into line, word, and character gives adequate
amount of scope for extension. Since at few point segmentation was good but at few point it was
not up to the expectations. This may be because of the shape of characters. All these issues can
be dealt in the future for printed documents in Devanagari and Gurumukhi script by making few
changes to proposed work. The proposed method for text segmentation from image document
gives adequate amount of scope for extension. In the future, additional efforts on both the
theoretical and the Apractical side need to be made on at least the following points:

— Improved separation of graphic linked to text ’

— Accuracy and segmentation rate will be improved.
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