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Abstract 

The rapid growth of technology in recent decades has changed the whole dimension of 
communications. Today people are more interested in hands-free communication. In such a 

situation, the use of a regular loudspeaker and a high-gain microphone, in place of a 

telephone receiver, might seem more appropriate. This would allow more than one person to 

participate in a conversation at the same time. Another advantage is that it would allow the 

person to have both hands free and to move freely in the room. However, the presence of a 

large acoustic coupling between the loudspeaker and microphone would produce a loud echo 

that would make conversation difficult. Furthermore, the acoustic system could become 

unstable, which would produce a loud howling sound to occur. 

The solution to these problems is the elimination of the echo with an echo suppression or 

echo cancellation algorithm. Echo suppressor offers a simple but effective method to counter 

the echo problem. However, it possesses a main disadvantage as it supports only half-duplex 

communication. Half-duplex communication permits either calling or called person to speak 

at a time. This drawback lead to the development of echo cancellers. An important aspect of 

echo cancellers is that full-duplex communication can be maintained, which allows both 

speakers to talk at the same time. 

Acoustic echo cancellation (AEC) provides one of the best solutions to control the acoustic 

echoes generated by the hands-free audio terminals. In this type of application, an adaptive 

filter provides an estimate of the echo. The primary requirement of an adaptive filter 

algorithm is to provide a high convergence rate and low misalignment. The performance of 

an adaptive filter algorithm is mainly dependent on the step-size, parameter. When a fixed 

step-size is used, trade off has to be maintained on either high convergence rate or low 

misalignment, while both cannot be achieved simultaneously. To solve this problem a 

variable step-size parameter can be used, which keeps updating according to the system 

statistics. 

This work mainly involves the detailed study of a variable-step size affine projection 

algorithm and its application to AEC. The performance of this algorithm is evaluated under 

various scenarios such as single-talk and double-talk. 
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Chapter 

Introduction 

In this new age of global communications, wireless phone is regarded as essential 

communication tool and have a direct impact on people's day-to-day personal and business 
communications. As new network infrastructures are implemented and competition between 

wireless carriers increases, digital wireless subscribers are becoming ever more critical of the 

service and voice quality they receive from network providers. Subscriber demand for 
enhanced voice quality over wireless networks has driven a new and key technology termed 
echo cancellation, which can provide near wire line voice quality across a wireless network. 

Today's subscribers use _speech quality as a standard for assessing the overall quality of a 
network. Regardless of whether or not the subscriber's opinion is subjective, it is the key to 
maintain subscriber loyalty. For this reason, the effective removal of hybrid and acoustic 
echoes, which are inherent within the telecommunications network infrastructure, is the key 

to maintain and improve the perceived voice quality of a call. Ultimately, the search for 
improved voice quality has led to intensive research into the area of echo cancellation. By 
employing echo cancellation technology, the quality of speech can be improved significantly. 

Echo is a phenomenon where a delayed and distorted version of an original, sound or 

electrical signal is reflected back to the source. With rare exceptions, conversations take place 
in the presence, of echoes. Echoes of our speech are heard as they are reflected from the floor, 
walls and other neighbouring objects. If a reflected wave arrives after a very short time of 

direct sound, it is considered as a spectral distortion or . reverberation._ . However, when the 
leading edge of the reflected wave arrives a few tens of milliseconds after the direct sound, it 

is heard as a distinct echo [1]. 

In telecommunications networks there are two types of echo. One source for an echo is 
electrical and the other is acoustic [1]. The electrical echo is due to the impedance mismatch 
at the hybrids of a Public Switched Telephony Network (PSTN) exchange where the 
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subscriber two-wire lines are connected to four-wire lines. If a communication is simply 

between two fixed telephones, then only the electrical echo occurs. However, the 

development of hands-free teleconferencing systems gave rise to another kind of echo known 

as an acoustic echo. The acoustic echo is due to the coupling between the loudspeaker and 

microphone. 

1.1 Acoustic Echo Cancellation 
Acoustic echo cancellation (AEC) provides one of the best solutions to the control of acoustic 

echoes generated by hands-free audio terminals [2]-[4], which uses an "adaptive filter" for 

echo cancellation. An adaptive filter is a filter that learns and adjusts its coefficients (transfer 

function) according to an optimization criterion of an adaptive algorithm. In echo 

cancellation an adaptive filter learns the acoustic echo path between the terminals 

loudspeaker and microphone, i.e., the room impulse response. The output of the filter which 

provides the replica of the acoustic echo, is subtracted from the microphone signal to cancel 

the echo. 

An adaptive filter encounters a number of challenging problems when used in real world 

AEC applications [4]. First, the echo path is extremely long (of the order of hundreds of 

milliseconds) and it may rapidly change at time during the connection. As a result, the 

adaptive filter works in an under-modeling situation, i.e., its length is smaller than the length 

of the acoustic impulse response. Hence, the residual echo caused by the part of the system 

that cannot be modelled acts like an additional noise and disturbs the overall performance. 

Second, the background noise which corrupts the microphone signal is nonstationary and 

could be time variant. Another important issue in AEC, is the presence of double-talk, i.e., 

talkers on both sides speak simultaneously. The double-talk can cause the adaptive filter to 

diverge, hence _ the presence of double-talk detector (DTD) becomes necessary [4]. The 

performance of an adaptive filter also depends on the properties of the input signal [5], since 

the input speech signal is nonstationary and highly correlated. 

The problems addressed previously implies the need of some special requirements for the 

adaptive algorithms used for AEC, which are high convergence rate and good tracking 

capabilities but achieving low misalignment. Also, the algorithm should be robust against the 

microphone signal variations and double-talk. Finally, its computational complexity must be 

moderate. 
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Among the adaptive algorithms, least mean square (LMS) and normalised least mean square 

(NLMS) are the most popular algorithm for their simplicity and stability. However, when the 

input signal is highly correlated speech and a long-length adaptive filter is needed, the 

convergence speed of the LMS adaptive filter can deteriorate seriously [6]. To overcome this 

problem, the affine projection algorithm (APA) was proposed [7]. The improved performance 

of the APA is characterized by an updating-projection scheme of an adaptive filter on a p-

dimensional data related subspace. The main drawback of APA is, its computational 

complexity, which can be overcome by using the `fast' implementation of the affine 

projection filter [8],[9]. The stability and convergence speed of the NLMS and classical APA 

depends on the step-size parameter. The choice of this parameter reflects the trade-off 

between fast convergence on one hand and poor steady state misalignment on the other. 

These conflicting requirements can be achieved by using a variable step-step instead a fixed 

step-size and several variable step-size NLMS (VSS-NLMS) and variable step-size APA 

(VSS-APA) were developed [10]-[13]. 

1.2 Problem Statement 

The objective of this work is to cancel the acoustic echo by means of an adaptive filter. An 

adaptive filter algorithm with fixed step-size has to compromise between high convergence 

rate and low misalignment. This work is concerned with the application of a Variable Step-

Size Affine Projection Algorithm (VSS-APA) to cancel out the acoustic echo in an AEC 

application and comparison of its performance with fixed step-size APA, considering various 

real world scenarios like single-talk, double-talk and under-modeling conditions. 

1.3 Organization of the Report 

Chapter 2 covers the different types of echoes in telecommunication systems. 

Chapter 3 discusses the classical affine projection algorithm and it advantages over the LMS 

and NLMS algorithms. 

Chapter 4 presents the detailed study of a variable step-size parameter for APA and discusses 

various double-talk detectors. 

Chapter 5 mainly concerned with the presentation and discussion of the results obtained 

through simulation. 

Chapter 6 lists conclusions from the present work and outlines scope for further work in this 

area. 



Chapter 

Echo Cancellation 

This chapter deals with various types of echoes that are generated in telecommunication 
systems. As discussed in chapter one, there are two main types of echo, which are termed 

electrical, or hybrid, and acoustic. The structure of the basic echo canceller, used to eliminate 
the echo is also discussed in this chapter. 

2.1 Hybrid/Electrical Echo 

Hybrid echoes have been inherent within the telecommunications networks since the advent 

of the telephone. This echo is the result of impedance mismatches in the analog local loop. 
For example, this happens when mixed gauges of wires are used, or where there are unused 

taps and loading coils. In the Public Switched Telephone Network, (PSTN), by far the main 
source of electrical echo is the hybrid. This hybrid is a transformer located at a junction that 

connects the two-wire local loop coming from a subscriber's premise to the four-wire trunk at 

the local telephone exchange. The four-wire trunks connect the local exchange to the long 
distance exchange. This situation is illustrated in Figure 2.1. 

Hybrid 
. Echo 

2W Trans Port 

/ 	V 
Hybrid 2W Port 	 Deivice 

Balance 
Network 

2W Recv Port 

Figure 2.1 Hybrid echo. 
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The hybrid splits the two-wire local loop into two separate pairs of wires. One pair is used for 

the transmission path and the other for the receiver path. The hybrid passes on most of the 

signal. However, the impedance mismatch between the two-wire loop and the four-wire 

facility causes a small part of the received signal to "leak" back onto the transmission path. 

The speaker hears an echo because the far-end receives the signal and sends .part of it back 

again. Electrical echo is definitely not a problem on local calls since the relatively short 

distances do not produce significant delays. However, the electrical echo must be controlled 

on long distance calls [14]. 

In the early years, when the public network was entirely circuit switched, the hybrid echo was 

the only significant source of echo. Since the locations of hybrids and most other causes of 

impedance differences in circuit switched networks were known, adequate echo control could 

be planned and provisioned. However, in today's digital networks the points where two wires 

split into four wires is typically also the point where analog to digital conversion takes place. 

Regardless of whether the hybrid and analog to digital conversion is implemented in the same 

device or in two devices, the two to four wire conversions constitute an impedance mismatch 

and echoes are produced. 

2.2 Acoustic Echo 
The acoustic echo, which is also known as a "multipath echo", is produced by -poor voice 

coupling between the earpiece and microphone in handsets and hands-free devices.. Further 

voice degradation is caused as voice-compressing and encoding/decoding devices process the 

voice paths within the handsets and in wireless networks. This results in returned echo signals 

with highly variable properties. When compounded with inherent digital transmission delays, 

call quality is greatly diminished for the wire-line caller. 

Acoustic coupling is due to the reflection of the loudspeaker's sound waves from walls, door, 

ceiling, windows and other objects back to the microphone. The result of the reflections is the 

creation of a multipath echo and multiple harmonics of echoes, which are transmitted back to 

the far-end and are heard by the -talker as an echo unless eliminated. Adaptive cancellation of 

such acoustic echoes has become very important in hands-free communication systems such 

as teleconference or videoconference systems [14]. The multipath echo phenomenon is 

illustrated in Figure 2.2. 
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Loudspeaker 

Direct 	 Reflections 

coupling 

Microphone. 

Figure 2.2 Sources of acoustic echo in a room. 

In the following sections, the echo phenomena of two communication systems will be 

described. The communication systems are: 

• Long-distance connections between fixed telephones 
• Teleconference/videoconference systems 

2.3 Long-distance connections between fixed telephones 
A simple long-distance telephone connection is presented in Figure 2.3. This connection 

contains two-wire sections at the ends, the subscriber loops and possibly some portion of the 

local network. It also contains a four-wire section in the center, which is a carrier system for 

medium-range to long-range transmissions. 

9/\O. 	
.. HYBRID 
	 Z 

TALKER A' 
	 TALKER B 

Figure 2.3 Simplified long distance connections. 



Every conventional telephone in a given geographical area is connected to the local PSTN 
exchange by a two-wire line, called the subscriber loop, which carries a connection for both 

directions of transmission. Simply connecting the two subscriber loops at the local exchange 
sets up a local call. However, amplification of the speech signal becomes necessary when the 
distance between the two telephones exceeds about 56 km [14]. Therefore, a four-wire line is 
required, which segregates the two directions of transmission. A hybrid is used to convert 
from the two-wire to four-wire line and vice versa. 
An echo can be decreased if the hybrid is perfectly balanced by impedance located at its four-

wire portion. Unfortunately, this is not possible in practice since it requires knowledge of the 

two-wire impedance, which varies considerably over the population of subscriber loops. 

When the bridge is not perfectly balanced, impedance mismatch occurs. This causes some of 
the talker's signal energy to be reflected back as an echo. Adding an insertion loss to the four-

wire portions of the connection can control the effects of echo. Such action is effective since 
the echo signals experience this loss two or three times while the talker's speech suffers this 
loss only once. However, on long-range connections the insertion loss can become very 

significant. Hence, it is not a favourable solution and other echo control techniques such as 
echo suppression must be used. 

2.3.1 Echo Suppressors 
Echo suppressors have been used since the introduction of long distance communication. 
This device basically takes advantage of the fact that people rarely talk simultaneously. The 

situation of two people talking simultaneously is termed "double-talk". The echo suppressor 
is also helped by the fact that during such double-talk poor transmission quality is less 

noticeable. Figure 2.4 illustrates how the echo suppressor dynamically controls. the 
connection based on who is talking, which is decided by the speech and double talking 

detector. Double talking.is detected if the level of the signal in path L1 is significantly lower 
than that in path L2. When the far-end talker A is speaking, the path used to transmit _ the 

near-end speech is opened so that the echo is prevented. Then, when- the near-end talker B 
speaks, the same switch is closed and a symmetric one at the far-end talker A's path is 

opened. However, echo suppressors can clip speech sounds and introduce impairing 

interruption. 
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Figure 2.4 Echo suppressor at near-end talker B path. 

For example, if talker B is initially listening to talker A but suddenly wants to talk, it is quite 
likely that the switch preventing talker A's echo from being transmitted will not close quickly 
enough. This will cause the far-end talker A to not be able to receive all the messages from 
the near-end talker B. This deletion is noticed by talker A, encouraging him/her to stop and 

wait for talker B to finish. The resulting confusion may stop the conversation entirely while 
each party waits for the other to say something [14]. Thus, an echo suppressor supports only 
half-duplex communication, which permits only one speaker to talk at a time. Therefore the 
best solution for removing echoes is to use echo cancellers, which provides a full-duplex 

communication. 

2.4 Teleconference/Videoconference Communication Systems 
When the telephone connection is between hands-free telephones or between two conference 
rooms, then an acoustic echo problem emerges that is due_ to the reflection of the 
loudspeaker's sound waves from the boundary surfaces and other objects back to the 
microphone. This acoustic echo can be removed using an adaptive filter as illustrated in 

Figure 2.5. The adaptive filter attempts to synthesize a model of the acoustic echo at its 

output. 
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Fn 

To Far 

Figure 2.5 Acoustic echo cancellations in an enclosed environment. 

Acoustic echo cancellation is a more challenging problem than the network echo cancellation 

for the following main reasons: 

• The impulse response of the acoustic echo path is several times (usually between 100 

to 500 msec.) longer than that of the network echo path. 

• The characteristics of the acoustic echo path are non-stationary, as it may change with 

ambient temperature, pressure and also with the movement of objects and human 

bodies, while the network echo path is almost stationary. 

• The acoustic echo path has a mixture of linear and nonlinear characteristics. The 

reflection of acoustic signals inside a room is almost linearly distorted. However, the 

contribution towards the nonlinearity is done by the loudspeaker. 

2.5 Basic Echo Canceller 
A basic echo canceller used to remove echo in telecommunication networks ispresented in 

Figure 2.6. The echo canceller mimics the transfer function of the echo path in order to 

synthesize a replica of the echo. Then the echo canceller subtracts the synthesized replica 

from the combined echo and near-end speech or disturbance signal to obtain the near-end 

signal. However, the transfer function (eco path) is unknown in practice. 



Far-end Talker x(n) 

Near-end 
Talker 

Figure 2.6 A basic echo canceller. 

Therefore, it must be identified. This problem can be solved by using an adaptive filter that 

gradually matches its estimated impulse response, fi, to that of the impulse response of the 
actual echo path, h. This process is illustrated in Figure 2.6. The estimated echo, y(n), is 
generated by passing the reference input signal, x(n), through the adaptive filter, li(n), that 

will ideally match the transfer function of the echo path, h. The echo signal, y(n), is produced 

when x(n) passes through the echo path. The echo y(n) plus the near-end talker and/or 
disturbance signal, v(n), constitute the desired response, 

d(n) = y(n)+v(n) 
	

(2.1) 

for the adaptive canceller. The two signals x(n) and y(n) are correlated since the later is 

obtained by passing x(n) through the echo path. The error signal e(n) is given by 

e(n) = d(n) -,y(n) 
	

(2.2) 

In the ideal case, e(n) = v(n),i.e., when the adaptive filter produces the exact replica of the 
echo, which represents the case when the adaptive echo canceller is perfect. 
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Chapter 

Affine Projection 

Algorithm 

The main motivation behind the discovery of affine projection algorithm was to provide an 
improvement in the rate of convergence over the normalised LMS algorithm. This chapter 
provides a detailed analysis of affine projection filter and its advantages .over LMS and 

NLMS filters and also includes an introduction to the affine space. 

3.1 Affine Space 

Affine space is a generalization of Cartesian or Euclidian space. In an affine space, points can 
be subtracted to get vectors or a vector can be added to a point to get another point, but the 
addition of points is not allowed, as there is no distinguished point that serves as an origin. A 

coordinate system for the n-dimensional affine space R" is determined by any basis of n 

vectors, which are not necessarily orthonormal. Therefore, the resulting axes are not 
necessarily mutually perpendicular nor have the same unit measure. In this sense, affine is a 
generalization of Cartesian or Euclidian space [15]. An affine space can most easily be 

defined in terms of a vector space over a field R3, by taking a set of points and a set of 

vectors over R3  [16], as shown in Figure 3.1 below, 

E 
	

E 

Figure 3.1 Picture of an affine space 
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where E is a set of points (with no structure) and E is a vector space (of free vectors) acting 

on the set E. The vectors from E act on the points in E, causing them to shift to a new 

location (point), i.e., the application of every vectoru E E, is to move every point a E E to 

the point a + u E E. 

An affine space, is defined as a set (E, E, +) consisting of a nonempty set E (of points), a 

vector space E (of translations, or free vectors), and an action + :E x E - E, satisfying the 

following conditions [ 16], 

1. a + 0 = a, for every a E E. 

2. (a + u) + v = a + (u + v), for every a E E, and every u, v E E . 

3. For any two points a, b E E, there is a unique u E E such that a+ u=b. 

The subtraction of points of an affine space is defined as follows: 

The unique vector u E E such that a + u = b is denoted by b – a (also ab , or ab ). Thus b – a is 

a unique vector in E such that a + (b – a) = b. The dimension of the affine space (E, E, +) is 

the dimension dim(E) of the vector space E [16]. 

3.1.1 Affine Subspace 
In linear algebra, a subspace can be characterized as a nonempty subset of a vector space 

closed under linear combinations. Similarly, an affine subspace is characterized as a subset of 

an affine space closed under affine combinations [16], and is defined as follows, 

Given an affine space (E-,;q:, +) , a subset V of E is an affine subspace, if for every family of 

weighted points ((a;A,; ))IEI  in V such that 	; A;  =1, the affine combination Z ;EI A.;  a;  

belongs to V, where (a;  );E, denotes a family of points in E and (2; 	 denotes a family of 

scalars. 

3.2 Solution for the Variable Convergence Speed of LMS and NLMS 
The affine projection algorithm is considered as a generalised case of normalised LMS 

algorithm. 
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The main reason behind its evolution was to overcome the drawback of NLMS, i.e., 

dependence of the convergence speed on the properties (autocorrelation function) of input 

signal. 

Input vector 	 I Output signal 
x(n) 	I Transversal filter 	y(n) 

h (n) - 

rror signal 
Adaptive 	 ~~ 

	

weight-control 	J Z 
mechanism Desired 

+ response 
d(n) 

Figure 3.2 Block diagram of adaptive transversal filter. 

Following the adaptive filter structure of Figure 3.2, the weight vector adjustment 8 h (n+l) 

applied to a normalised LMS filter at iteration n+l, for a real valued data is given by [5], 

8 fi (n+1) = Fi (n+1) — Fi (n) 

'u Z x(n)e(n) 
II 

 

(3.1) 

where p is the step-size constant. 

The problem of variable convergence speed, associated with NLMS algorithm could be 

explained better considering the geometrical interpretation as shown in Figure 3.3(a) for u =1 

and L=3, which consists the elements of two L- dimensional spaces, namely, the input data 

space and the weight space. Specifically, 2r represents the set of all weight vectors h (n) that 

act on the input vector x(n) to produce the output y(n), and similarly for 
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r, 2r,z c r 

(a)  

r - h 
s 
l n h(n+1 

0 

1 

1 	~ 

x(n) 
Zx(n-1) 

A (n) ~r~l 

(b)  

Figure 3.3 Geometrical interpretation of (a) the normalized LMS algorithm and (b) the affme 
projection adaptive algorithm. 
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The angle B subtended between the hyperplanes sr„ and 1c„ is the same as the angle 

between the input vector x(n) and x(n-1). The cosine of the angle 0 between the vectors x(n) 

and x(n-1) is defined as, 

cos 9 = xT  (n)x(n –1) 
Ilx(n)lI'llx(n –1) 

(3.2) 

The right side of Eq.(3.2) also represents the first- order sample autocorrelation function of 

the input signal x(n). When angle B is zero or 1800  (i.e., when the input vectors x(n) and 

x(n– 1) point in the same direction or opposite direction), the convergence speed is 

decreased, as the first- order sample autocorrelation function of x(n) approaches 1 in absolute 

value. On the other hand, when angle 0 is ± 900  (i.e., when the input vectors x(n) and x(n-1) are 

orthogonal to each other), the convergence rate is increased. 

To maintain the speed of convergence constant, independently of the angle B between the input 

vectors x(n) and x(n-1), the affine projection filter is used [7], whose geometric interpretation 

for the case u =1 and L=3 is shown in Figure 3.3(b). In the same Figure .r„ n'c„_, denotes the 

intersection of the hyperplanes it and;c„_, . As compared to Figure 3.3(a) , it can be observed 

in Figure 3.3(b), that in the weight space, the line joining fi(n+l) to fi(n) is normal to 

7rn  n 7c rather than ,r„ . 

The intersection of 7r„ and 	in Figure 3.3(b), not necessarily contain the origin of the L 

dimensional weight space. Thus sr„ n 	 is an affine subspace and hence the name affine 

projection algorithm [7]. 

3.3 Affine Projection Filter 

The design of an affine projection filter is based on minimizing the squared Euclidean norm 

of the change in tap-weight vector [5], 

S fi(n+l) = fi(n+l) – fi(n) 	 (3.3) 

subjected to the set of p constraints, where p is known as the order of the APA filter, 

d(n --k)1H(n+l)_x(n –k), fork— 0, 1,..., p-1 	(3.4) 
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Following the method of Lagrange multipliers [5], Eqs.(3.3) and (3.4) can be combined to set 

up the cost function for the affine projection filter as 

P-1 
J (n) 	fi(n+l) — li(n) 112 + 	Re[A (d(n —k) — ui' (n+1) x(n — k))] 	(3.5) 

k=0 

In the above equation 2 are the Lagrange multipliers pertaining to the multiple constraints. 

For the convenience of presentation, the following definitions are introduced: 

Let X(n) be the p-by-L data matrix, whose Hermitian transpose is defined by 

X H(n) = [ x(n), x(n-1)......, x(n-p+l)] 	 (3.6) 

p-by-1 desired response vector, whose Hermitian transpose is defined as, 

dH(n) = [ d (n), d (n-1), ......, d (n p+1)] 	 (3.7) 

andp-by-1 Lagrange vector, whose Hermitian transpose is defined as, 

H =[A,.i,,.......,A] . 	 (3.8) 

Using Eqs.(3.6), (3.7), and (3.8) into Eq.(3.5), the cost function can be written in a compact 

form as 

J (n) = I~ fi(n+1) — h(n) I12 + Re [ (d(n) — X(n) Fi(n+1) )H X ] 

Differentiating the cost function J (n) with respect to complex valued weight vector fi`(n+l), 

using the rules of differentiation with respect to complex valued vector [5], results in 

5J(n) = 2 (fi(n+1) — h(n)) — X H(n) A 	 (3.9) 
ah (n+l) 

Setting this derivative equal to zero and using Eq.(3.3), 

8 h(n+l) _ - X H(n) 1 	 (3.10) 

From Eqs.(3.4), (3.6), and (3.7) the desired response vector can be written as 

d(n) = X(n) 1i(n+l) 	 (3.11) 
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Premultiplying both sides of Eq.(3.10) by X (n) and then using and then using Egs.(3.3) and 

(3.11) to eliminate the update weight vector 1i (n+l), results in 

X(n) S fi(n+1) = 2 X(n) X' f(n) )L 

= X(n) (Fi(n+1) — fi(n) = 2 X(n) X H(n) ? 	 (3.12) 

Using Eqs.(3.1 1) and (3.12), and rearranging terms, the desired response vector is 

d(n) = X(n) fi(n) + 1  X(n) X'(n) 	 (3.13) 

The difference between d(n) and X(n) l(n) at iteration n is known asp-by-1 a priori 

error vector, i.e., 

e(n) = d(n) — X(n) fi(n) 	 (3.14) 

With the help of Egs.(3.13) and (3.14), the solution for Lagrange vector a, is 

2. = 2(X (n)X (n)")-' e(n) 	 (3.15) 

Substituting the value of A from Eq.(3.15) into Eq.(3.10), results in the optimum change in 

the weight vector: 

S £i(n+1) = X" (n)(X (n)X H  (n))-'  e(n) 
	

(3.16) 

Introducing the step-size parameter u into Eq.(3.16) for controlling the change in the weight 

vector from one iteration to the next, results in 

Sfi(n+l) = u X H (n)(X(n)X H (n))-'e(n) 	 (3.17) 

Using Eq.(3.3), the desired update equation for affine projection adaptive filter is 

fi(n+l) = 1i(n) + p XH  (n)(X (n)X H  (n))- e(n) . 	 (3.18) 

Table 3.1 provides the complete summary of affine projection adaptive filter. 

3.3.1 Stability Analysis of the Affine Projection Filter 
The physical mechanism responsible for generating the desired response d(n), is governed by 

the multiple regression model [5] as shown in Figure 3.4. 
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Table 3.1 Summary of the Affine Projection Adaptive Filter [5] 

Parameters: L = number of taps 

p = adaptation constant 

p = projection order 

Initialization: h (0) =0. 

Data: 

Given: x(n) = L-by- 1 tap input vector at time step n 

= [ x(n), x(n-1),....., x(n-L+1)]H  

d(n) = desired step response at time step n 

For n = 0,1,2...... 

Compute: X v(n) = [ x(n), x(n-1)......, x(n -p+1)] 

d '(n) = [ d(n), d(n-1), ......, d(n p+l )] 
e(n) = d(n) — X (n) fi(n) 

Ii(n+1) _fi(n) + p X H  (n)(X (n)X ` (n))-I  e(n) 

s. v 

Figure 3.4 Multiple linear regression model. 

X(n) 

+ 
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The multiple linear regression model of Figure 3.4, is described by the formula 

d(n) = hH x(n) + v(n) 	 (3.19) 

where h is the model's unknown parameter vector and v(n) is the additive disturbance. The 

tap-weight vector fi(n) computed by the affine projection filter is an estimate of h. The 

mismatch between h and h(n) is measured by the weight-error vector, 

c(n) = h — fi(n) 	 (3.20) 

Subtracting Eq.(3.18) from h, results in 

h — h(n+ 1) = h— (fi(n) + p X H (n)(X (n)X I" (n))-1 e(n)) 	(3.21) 

Using Eq.(3.20), Eq.(3.21) can be written as, 

c(n+1)= (n)— p X H (n)(X (n)X H (n))~' e(n) 	 (3.22) 

The fundamental idea of an affine projection filter is to minimize the incremental change 

d Fi(n+1) in tap-weight vector of the filter from iteration n to iteration n+l, i.e., to minimize 

the mean square deviation, 

D(n) = E [ 1] c(n)112] 
	

(3.23) 

Taking the squared Euclidean norms of both sides of Eq.(3.22), and then taking the 

expectations, results in, 

E [ II c(n + 1)112 ]= E [ II c(n) — p XH (n)(X (n)X H (n))-' e(n) 11 2 ] 
	

(3.24) 

Rearranging and simplifying terms in Eq.(3.24) 

D(n+1) — D(n) = fc 2E [e"(n)(X(n)X H (n))-'e(n) ] 

—2 p E [ Re (4f (n)(X (n)X H (n))-' e(n) )]. 	 (3.25) 

where E (n) = X(n) (h - hi(n)) is the undisturbed error vector. 

From Eq.(3.25), it can be observed that the mean-square deviation D(n) decreases 

monotonically with increasing n, and the affine projection filter is therefore stable in the 

mean-square error sense, provided that the step-size parameter satisfies the condition 

0 < < 
2E[ Re(~x (n)(X (n)X H (n))-' e(n)] . 	 (3.22) 

E[eH (n)(X (n)X H (n))-' e(n)] 
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Chapter 

Variable Step-Size 

Affine Projection Algorithm 

The variable step-size parameter for APA is derived in this section, considering the general 

AEC configuration as shown below. The goal of this scheme is to identify an unknown 

system (i.e., acoustic echo-path) using an adaptive filter. 

IC, 	-o 	'\  

Date .................. 

-  
far en d 

hn 	_DTD; 

Y(n) 	 v(n) 	u(n) 
+ 	+ 

0 

c(n) 	d(n) 	 v(n) 	+ 
near-end 	w(n) 

Figure 4.1 AEC configuration. 

Both systems in the above configuration have finite impulse responses, defined by the real-

valued vectors h = [hoh, ....hN _, ]T  and h (n)= [ ho (n) h, (n).... he-I (n)]T  , where superscript T 

denotes transposition and n is the time index; N is the length of the echo path, while L is the 

length of the adaptive filter. The signal x(n) is the far-end speech which goes through the 

acoustic impulse response h, resulting the echo signal, y(n). 
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This signal is picked up by the microphone together with the near-end signal v(n), resulting 

the microphone signal d(n). The near-end signal can contain both the background noise, w(n), 
A 

and the near-end speech, u(n). The output of the adaptive filter y(n) provides a replica of the 

echo, which will be subtracted from the microphone signal. The DTD block controls the 

algorithm behaviour during double-talk. 

To obtain the variable step-size parameter let us consider the following relations which define 

the classical APA, assuming the input signal to be real valued 
A 

e(n)=d(n) — XT  (n) h(n —1) 
	 (4.1) 

h(n)= h(n — 1)+ p X (n) [X T  (n)X (n)]-' e(n) 	 (4.2) 

where e(n) is the error signal, d(n)=[d(n), d(n —1)....., d(n —p + 1)]T  is the desired signal 

vector of length p, with p denoting the projection order. 

The matrix X(n) = [x(n),x(n -1).....,x(n - p + 1)] is the input signal matrix, 

where x(n-1) = [x(n —1), x(n —1-1), ...., x(n —1— L + 1)]T  -(with 1= 0,1.....,p-1) are the input 

signal vectors. The constant p denotes the step-size parameter of the algorithm. 

To make p adaptive (variable), Eq.(4.2) is rewritten in a different form as 

h(n)= h(n —1)+X(n)[XT  (n)X(n)]-'u(n)e(n) 	 (4.3) 

where µ(n) = diag{po(n), A(n),:..:, p,-, (n)} is a p x p diagonal matrix. 

Using the adaptive filter coefficients at time n, the a posteriori error vector can be defined as 
A 

e(n) = d(n)—X T (n)h(n) 
	 (4.4) 

The error vector e(n) from Eq.(4.1) plays the role of a priori error vector. Replacing Eq.(4.3) 

in Eq.(4.4) and taking Eq.(4.1) into account, it results that 

e(n) = [I — µ(n)Ie(n) 
	

(4.5) 

where Ip  denotes a p x p identity matrix. 
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In consistence with the basic idea of the APA, it can be imposed to cancel p a posteriori 

errors, i.e., s(n) = OPx, ; where OpXI denotes a column vector with all its elements equal to 

zeros. Since practically e(n) ~ OPXI , it results from Eq. (4.5) that µ(n) = I,,. This corresponds to 

the classical APA update of Eq.(4.2), with the step-size p =1. In the absence of the near-end 

signal, i.e., v(n)=0, the scheme from Figure 4.1 is reduced to an ideal "system identification" 

configuration. In this case, the value of the step-size u =1 makes sense, because it leads to 

the best performance [7]. 

According to the adaptive filter theory [ 17], the AEC scheme from Figure 4.1 can be 
interpreted as a combination between two classes of adaptive system configurations. First, it 

represents the "system identification" configuration and the goal is to identify an unknown 

system (i.e., the acoustic echo path) with its output corrupted by an apparently "undesired" 

signal (i.e., the near-end signal). However, it also can be viewed as an "interference 

cancelling" configuration, aiming to recover an "useful" signal (i.e., the near-end signal) 

corrupted by an undesired perturbation (i.e., the acoustic echo); consequently, the "useful" 
signal should be recovered in the error signal of the adaptive filter. The main aim of the AEC 

is to remove the undesired echo picked by the microphone along with the near-end: speech; 

the existence of the near-end signal cannot be omitted. 

Therefore, a more reasonable condition is s(n) = v(n). 

where the column vector v(n) = [v(n), v(n —1),...., v(n — p + 1)]T represents the near-end signal 

vector of lengthp. Taking Eq.(4.5) into account, it results that 

Er+, (n) = [I — p, (n)]e, , (n) = v(n —1) 	 (4.6) 

where the variables s,+, (n) and e,+,, (n) denote the (1+1)th elements of the vectors 

c(n) ande(n) , with 1=0,1,....,p-1. The goal is to fmd an expression for the step-size parameter 

A (n) such that 

= E{v2 (n —1)} 
	

(4.7) 

where E{•} denotes mathematical expectation. Squaring Eq.(4.6) and taking the expectations 

results in 

[1—,a,(n)]2 E{e, 1 (n)}=E{v2(n-1)} 	 (4.8) 

By solving the quadratic Eq.(4.8), two solutions are obtained i.e., 
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pr(n)=1i
r2(n

er 1(n)} 

Following the analysis presented on convergence behaviour of APA from [ 18], which states 
that a value of the step-size between 0 and 1 is preferable over the one between 1 and 2 (even 
if both solutions are stable, but the former has less steady-state mean square error with the 
same convergence speed), it is reasonable to choose 

FE
vz(n —l)}

fir(n)-1—{ 
l ez
+1 (n)} 	

(4.10) 

In terms of the power estimates (4.10) can be expressed as 
A 
o (n-1) 

f~rCn)=1— 
 

A 

	

	 (4.11) 

(n) 

The variable in the denominator can be computed in a recursive manner [18], i.e., 
A 2  A 2 

oe,+,(n)-2Ue,+1 (n_l)+(1`. 2)er+1(n) 	 (4.12) 

where A. is a weighting factor chosen as 2 =1-1/(KL), with K> 1; the initial value is 
^ ' z 

C,1( 0 )= 0 

The step size in Eq.(4.1 1) is derived assuming the case of exact modeling, i.e., the length of 
the adaptive filter and acoustic impulse response is assumed to be the same (L=N). In real 

world applications like AEC, the estimate of the o• (n —1) is not straightforward. The near-

end signal v(n) which could be background speech or/and near-end speech combined together 
with the acoustic echo results in the microphone signal, the only signal which is practically 
available. It is possible to express the power estimate of v(n), in terms of the practically 
available signal, i.e., microphone signal d(n). 

The microphone signal at time index n can be expressed as 
d(n) = y(n)+v(n) 
	

(4.13) 

where y(n) = x7 (n)h. Squaring Eq.(4.13) and taking the expectation of both the sides with the 

assumption that y(n) and v(n) are uncorrelated it results that E{d Z (n) } = E { y2 (n) } + E {v2 (n) } , 

so that 

E{d 2 (n) } — E { y2 (n)} = E{v2 (n)} 	 (4.14) 
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If the adaptive filter converges to a certain degree, it is valid to consider that 
A 2 

E{y2(n)} =E{y (n)} 	 (4.15) 

where y(n) = xT (n) h (n -1) is the estimate of the echo. Consequently Eq.(4.14) becomes 

A2 

E{v2(n)} = E{d2(n)} —E{y (n)} 	 (4.16) 

or in terms of the power estimates 
n 2 A 2  A 2 

o (n) = 6 d (n) — 6 y (n) . (4.17) 

From Eq.(4.17) it is possible to express the power estimate of near-end signal in terms of the 

microphone signal and the estimate of the echo, so Eq.(4.11) becomes 

V 1A 2 

 

 A 2 

O'd(n—l)—o- y(n—l) 
A 	 (4.18) 
l e, (n) 

Several scenarios are considered based on the presence of only far-end signal or both far-end 
as well as near-end signals, as follows. 

4.1 Single-Talk Scenario: 
In the single-talk case, the near-end signal consists only the background noise, w(n), i.e., 
u(n)=O. The ideal procedure is to estimate the power of-w(n) during silences, i.e., when the 

acoustic echo is zero and can be assumed constant, but estimate of noise power can also be 

obtained using the right-hand term in Eq.(4.17). This expression holds even if the level of the 

background noise changes, so that there is no need for the estimation of this parameter during 

silences .Under single-talk scenario Eq.(4.18) becomes 

A 2  A2 

~d(nZ)Qy(nZ) 
fir (n) =1— A 	 (4.19) 

ae„. (n) 
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We know that NLMS algorithm can be obtained from APA with a value of projection order 

p=l. For a value of p=1 in Eq.(4.19), the nonparametric VSS-NLMS (NPVSS-NLMS) 

algorithm proposed in [12] is obtained. Forp>1, a VSS-APA can be obtained, by computing 

Eq.(4.19) for 1= 0,1......,p-1 , then using a step-size matrix µ(n) , and updating the filter 

coefficients according to Eq.(4.3). 

4.2 Double-Talk Scenario: 
In the double-talk case, both the far-end as well as near-end speech are present, i.e., the near-

end signal consists of both background noise w(n) and the near-end speech u(n); so that 
v(n)=w(n)+u(n). When the near-end speech is present the near-end signal power estimate can 

A 2 	A 2 	A 2 

be expressed as o-v (n) = o w (n) + o-„ (n) (assuming the near-end speech is uncorrelated with 

the background noise); the last parameter denotes the power estimate of the near-end speech. 

Accordingly, the right-hand term in Eq.(4.17) provides a power estimate of the near-end 

signal. Most importantly, this term depends only on the signals that are available within the 

AEC application, i.e., the microphone signal d(n) and the output of the adaptive filter y(n) . 

Therefore, from Eq.(4.17) the step size parameter under double-talk conditions can be written 
as 

V n 2 

	

	 A 2  

Ud(n-1)-6y (n-1) 
A 	 (4.20) 
0e141  (n) 

The overall performance of the adaptive filter could be seriously affected during the double 

talk periods, up to divergence. Therefore, under such circumstances Eq.(4.20) becomes 

useless and the presence of DTD is must, in order to slow down or completely halt the• 

adaptation process. Detailed description on DTD and various DTD algorithms is presented in 

section 4.5 

4.3 Under-Modeling Scenario: 
In both previous sections, the length of the adaptive filter and acoustic impulse response is 

assumed to be the same. In practice the acoustic impulse response is not static over time. As a 

result, the adaptive filter can work in an under-modeling situation, so that an under-modeling 
noise (i.e., the residual echo caused by the part of the system that cannot be modeled) 

appears. It can be interpreted as an additional noise that corrupts the near-end signal. 
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Since it is unavailable in practice, the power of the under-modeling noise cannot be estimated 

in a direct manner, and consequently, its contribution to the near-end signal power cannot be 

evaluated. 

In practice the length of the acoustic impulse response is much longer than the length of the 

adaptive filter, so L <N In this situation, the echo signal at time index n can be decomposed 

as 

Y(n) = YL (n) + q(n) 	 (4.21) 

where Y L (n) represents the part of the acoustic echo that can be modeled by the adaptive 

filter. It can be written as 

YL(n) = xT (n)hL 	 (4.22) 

where the vector hL = [hoh1 .......hL_I ]T contains the L first coefficients of the echo path vector. 

The second term from the right-hand side of Eq.(4.21) is the under-modeling noise. This 

residual echo (which cannot be modeled by the adaptive filter) can be expressed as 

q(n) = x N_L (n )hN-L 
	 (4.23) 

where xN_L (n) = [x(n —L), x(n —L —1)......., x(n — N + 1)]T and hN _L = [hL , hL+„ ...., hN_, ]T (i.e., 

the last N-L coefficients of the echo path vector h). The term from Eq.(4.23) acts like an 

additional noise for the adaptive process, so that (4.6) should be rewritten as 

cr+1(n) =[1— p,(n)]e,+i(n) =v(n-1)+q(n-1) 	 (4.24) 

with 1=0,I.....,p-1. Squaring, then taking expectation on both the sides of Eq.(4.24) 

(considering the near-end signal and under-modeling noise to be uncorrelated) and solving 

for u, (n) , results in 

fc~(n)=1— E{vZ (n-1)}Z E{q'(n—l)}. 	
(4.25) 

E(e, ,(n)} 

Unfortunately, expression Eq.(4.25) is useless in a real-world AEC application since it 

depends on some sequences that are unavailable, i.e., the near-end signal and the under-

modeling noise. Considering the presence of under modeling noise into account the 

microphone signal is rewritten as 

d(n) = yL (n) + q(n) + v(n) 
	

(4.26) 
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Squaring and then taking the expectations of both sides of Eq.(4.26), it results in 

E{d 2 (n)} = E{ yL (n)} + E{q2 (n)} + E{v2 (n)} 	 (4.27) 

If the adaptive filter converges to a certain degree, it is valid to consider that 

A2 

	

E{yy(n)} _E{y (n)} 	 (4.28) 

Consequently 

A 2 

E{q2(n)}+E{v2(n)} = E{d2(n)}—E{y (n)} 	 (4.29) 

Rewriting Eq.(4.25) in terms of the power estimates and taking Eq.(4.30) into account, the 

expression of the step-size parameter is 

	

n2 	A2 

~d(n-1)-6v(n — l)  n —1 	 (4.30) 
6e,~ (n) 

For all the three cases of AEC, i.e., single-talk, double-talk and under-modeling scenarios the 

variable step-size parameters can be computed in a unified manner as in Eq.(4.30) 

Practical Considerations: 
In practice the update equation for VSS-APA is written as 

n 	n 

h(n)= h(n —1)+ X(n)[8I p +XT (n)X (n)]-' p(n)e(n) 	(4.31) 

where .6 is a positive scalar known as the regularization factor and Ip is the p x p identity 

matrix. The reason behind, this regularization process is to prevent the problems associated 

with the inverse of the matrix XT (n)X(n) , which could become ill-conditioned especially 

when highly correlated inputs (e.g., speech) are involved [18].Considering the context of a 

"system identification" configuration, the value of the regularization factor depends on the 

level of the noise that corrupts the output of the system that has to be identified. A lower 

signal-to-noise ratio requires a higher value of the regularization factor. In the AEC context, 
different types of "noise" corrupt the output of the echo path, e.g., the background noise 

or/and the near-end speech; in addition, the under-modeling noise (if it is present) increases 
the overall level of "noise." 

Also, the value of the regularization factor depends on the value of the projection order of the 

algorithm. As the value of the projection order of the APA becomes larger, the condition 

number of the matrix XT (n)X(n) also grows; consequently, a higher value of 8 is required. 
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A very small positive number is added to the denominator in Eq.(4.30) to avoid division by 

zero. Hence the final step-sizes formula is 

n 2 	A2  
"%J Od 	(n-1) 

	

A 	 (4.32) 
+ oc,+1 (n) 

The complete summary of VSS-APA is given in Table 4.1. 

Table 4.1 Summary of VSS-APA Algorithm [18] 

	

A 	A2 	A2 

Initialization: h(0)= O LX , , 0d(0)=O  , cr. (0) = 0 

For 1=0, 1,....., p-1 

A 2 

her+.(0)=0 

For time index n=1, 2,...... 
A 

e(n)=d(n) — X T (n) h(n —1) 

y(n) = xT (n) h(n —1) 

	

A2 	A2 

6d(n)  

	

A2 	A2 	A2 

c(n)=2o(n-l)+(l-A)y (n) 
For l =0,....., p-1 

A 2 	A2 

aer~, (n) = A o-e (n -1) + (1- 2)e+1 (n) 

1 A2 	A2 

a-d(n-1)-7(n-1) 
A 

+o'e,+. (n) 

µ(n) = diag { u0 (n), fu1(n), ....,.µp-, (n) } 

h(n)= h(n - 1)+ X (n)[SI P +X T (n)X (n)f -'#(n)e(n) 
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4.4 Variable Regularised APA (VR-APA) 
The variable regularised APA proposed in [19] is included for comparison with VSS-APA in 

chapter 5. Due to the nature of this algorithm, it can also be considered as a VSS-APA. The 

VR-APA update is 

h(n)= h(n — 1)+ X (n)[S(n)I p +X r (n)X (n)]-' e(n) 	 (4.33) 

Its variable regularization factor is given by 

S(n) =rrin L~ JXOOL 1 
~e 

(n) —po , j  (4.34) 

where 4 is a positive design parameter. The power of the background noise cr and the 

A 2 

power of the input signal o have to be known within the algorithm, while the term is 0e (n) 

evaluated as 

A2 	A2 

cr (n)=Ac (n-1)+(1—A,)) e(n)2II 	 (4.35) 

where ++ II denotes the 12 norm and A is a weighting parameter as in Eq.(4.12). 

4.5 Double-Talk Detector 
An important characteristic of a good echo canceller is its performance during double talk. 

The condition where both ends, the near-end and the far-end, are speaking is referred to as 

double talk. If the echo canceller does not detect a double talk condition properly the near end 

speech will cause the adaptive filter to diverge. Therefore, it is important to have a reliable 

double-talk detector. A DTD is used with an echo canceller to sense when the far-end speech 

is corrupted by the near-end speech. The role of this important function is to freeze adaptation 
n 

of the model filter, h(n) , when the near-end speech, u(n), is present in order to "avoid 

divergence of the adaptive algorithm. 

Almost all types of doubletalk detectors operate in the same manner. Therefore, the general 

procedure for handling double talk is described by the following four steps. 
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1. A detection statistic, , is formed using available signals such as far-end signal x(n), 
A 

microphone signal d(n) and error signal e(n) and the estimated filter coefficients, h (n). 
2. The detection statistic, 4, is compared to a preset threshold, T, (a constant), and double talk 
is declared if i; < T. 
3. Once doubletalk is declared the detection is held for a minimum period of 

time T h old  ,which is also termed as `hangover time' [20] . While the detection is held, the filter 

adaptation is disabled. 

4. If i; > T consecutively over a time Thord  the filter resumes adaptation while the comparison 

of 4 to T continues until 4 <T again. 

The hold time, Thord  , in steps 3 and 4 is essential to suppress detection dropouts due to the 

noisy behaviour of the detection statistic. Although there are some possible variations most of 

the DTD algorithms keep this basic form and only differ in how they form the detection 
statistic. 

An optimum decision variable, 4 , for double talk detection should behave as follows: 
• if v = 0 (doubletalk is not present), > T 
• if v 0 (doubletalk is present), 4 <T 

The threshold T must be a constant, independent of data. Moreover 4 must be insensitive "to 
echo path variations when v = 0 [21]. 

In the following sections discussions of different DTD algorithms such as the Geigel 
algorithm, the cross- correlation method and the normalized cross-correlation method are 
presented. 

4.5.1 The Giegel Algorithm 
One simple algorithm due to A. A. Giegel [20] declares the presence of near-end speech 
whenever 

max{ Ix(n)I,Ix(n-1)I......,Ix(n —L +1)I  <T 	
(4.36) 

I d (n)I 

where L is the length of the adaptive filter. 
This detection scheme is based on a waveform level comparison between the microphone 
signal, d(n), and the far-end speech, x(n),assuming the near-end speech, v(n), in the 

microphone signal will be stronger than the echo. The maximum of the L most recent samples 

of `x' is chosen for the comparison due to uncertain delay in the echo path. 
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The threshold, T, is used to compensate for the energy level of the echo path response and is 

often set to 0.5, if the far-end to double-talk attenuation is assumed to be 6dB and to 0.71 if 

the attenuation is assumed to be 3dB[18]. 

4.5.2 Cross Correlation Method 
This method uses the cross-correlation coefficient vector between far-end speech, x(n), and 
microphone signal, d(n), as a means for double talk detection. The cross-correlation 
coefficient vector between x(n) and d(n) is defined by 

_ 	E{x(n)d(n)} 

cxd 	E{x2 (n)}E{d2(n)} 

r_,, 
x'Td 

= [Cx d O  C 1  ... Cxd L_I
1 T 	 (4.37) 

where E{•} denotes the mathematical expectation and cxd,, is the cross-correlation coefficient 

between x(n — i) and d(n). The idea is to compare 

4_1JCXdII 
=rnaxlc ,, , i = 0,11 .....,L-1 

to a threshold level T. The decision rule is then very simple. If 4 >_ T, double talk is not 

present and if <T, double talk is present. 

The fundamental problem with this method is that the cross-correlation coefficient vectors are 

not well normalized. In general, it is assumed that 4 < 1. Therefore, if near-end signal v(n) =0, 
it does not mean that 4 = 1 or any other known value. The value of 4 is not known in general. 

The amount of correlation will depend greatly on the statistics of the signal and of the echo 

path. As a result, the best value of T will vary from one experiment to another. There is no 

natural threshold level associated with the variable 4 when v(n)= 0. These complexities lead 

to another DTD , algorithm, which is termed the normalized cross-correlation method. This 

method is simply a modification of the existing cross-correlation Method [21]. 

4.5.3 Normalised Cross Correlation Method 
In this method a new normalized cross-correlation vector between a vector x(n) (i.e.far-end 

speech) and a scalar d(n) (i.e. microphone signal) is derived. 
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Suppose, the near-end signal v(n) = 0. In this case 

Rdd =E{d(n)dr(n)} 

= hTRsxh 	 (4.38) 

where 

Rxx = E{x(n)xT (n)} 	 (4.39) 

Since 

d(n)=hT x(n) 	 (4.40) 

Rxa = Rxxh 	 (4.41) 

which allows Rdd to be written as 

= 
r 	

R 	
(4.42 ) Rdd RxdRxxxa  

In general for, for v(n) ~ 0, 

Rdd = R xTdR xx'" xd  + Rvv 	 (4.43) 

where Rvv = E{v(n)vr(n)} . The new decision variable is obtained by dividing Eq.(4.43) by 
Rdd and extracting the square root, which yields 

V r~ 	a 
xdi_,,xRxd" dd 	 (4.44) 

= IlCxd II 	 (4.45) 

where 11.11 denotes the 12 norm and cxd = R-112RxdR-12 is the normalized cross-correlation 

vector between x(n) and d(n). Substituting equation Eq(4.41) and equation Eq.(4.43) into 

equation Eq.(4.44) produces the decision variable, which is given by 

FVR..h 
(4.46)  

hrRxxh + 6v 

where o = Rvv = E{v(n)vT (n)} . Eq.(4.47) shows that for v = 0; = 1 and for v ~ 0; < 1. 

Also, from Eq.(4.47) it is clear that is not sensitive to changes of echo path when 

v=0[21]. 
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Chapter 

Simulation and 

Results 

This chapter presents the results obtained through computer simulation using MATLAB 7.4, 

for cancelling the acoustic echo using VSS-APA and comparison of the same algorithm with 
classical APA and VR-APA, in terms of the convergence rate and final misalignment under 

different scenarios like single-talk, double-talk and under-modelling. 

The simulations were performed in an AEC context, as shown in Figure 4.1. The acoustic 
echo path• was measured using an 8-kHz sampling rate. Its impulse response has 1000 
coefficients [22] and is plotted in Figure 5.1(a), while the adaptive filter length is L= 500. 
The length of the acoustic impulse response is truncated to the first 500 coefficients for a first 
set of experiments performed in an exact modeling case. Then, the entire length of the 
acoustic impulse response is used for a second set of experiments performed in the under-
modeling case. The far-end signal x(n) is either an AR(1) process generated filtering a white 

Gaussian noise through a first-order 1 / (1— 0.95z 1) system , or a speech sequence as plotted 

in Figure 5.1(b). For the double-talk scenarios, the near-end speech is plotted in Figure 5.1(c). 
An independent white Gaussian noise signal is added to the echo signal, with 40-dB signal-

to-noise ratio (SNR) for most of the experiments. The weighting factor 2 =1-1/(K-L) (for VR-

APA and VSS-APA) is computed using K=6 [18]. The value of the parameter in the 

denominator of variable step-sizes in Eq.(4.32) is =10-' . The performance is evaluated in 

terms of the normalized misalignment (in dB), defined as 20 log10  Ilh — h(n)jj/ DhO).  
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Figure 5.1(a) Typical room acoustic impulse response. 
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Figure 5.1(b) Far-end speech signal. 
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Figure 5.1(c) Near-end speech signal. 

5.1 Exact Modeling Case 

Simulations is carried out assuming the length of the acoustic impulse response to be the 

same as adaptive filter (i.e., L=N=500). The length of the acoustic impulse response in 

Figure 5.1(a) is truncated to the first 500 coefficients. The single-talk and double-talk 

scenarios are considered separately. 

Single-Talk Scenario: 

It is known that the overall behaviour of the APA depends on its step-size parameter ,u . In 

Figures 5.2, 5.4 and 5.6, the misalignment curves for the APA with different values of the 

step-size are shown, as compared to the VSS-APA. The input signal is the AR (1) process for 
Figures 5.2 and 5.4; the speech sequence is used in Figure 5.6. The SNR is equal to 40 dB for 

Figure 5.2; SNR=20dB is used in Figures 5.4 and 5.6. The value of the projection order is 

p=2 and the regularization factor is 5= 5062 for all the algorithms. Since the requirements 

are for both high convergence rate and low misalignment, a compromise choice has to be 

made in the case of the APA. 
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From Figures 5.2, 5.4 and 5.6 it can be observed that the value of p =1 leads to the fastest 

convergence mode but offers a very high final misalignment. The value of p =0.2 offers a 

slower convergence rate but offers lower final misalignment as compared to the previous 

value. The VSS-APA has an initial convergence rate similar to the APA with the "middle" 

value (i.e., p =0.2) of the step-size, but it achieves a significant lower misalignment, which is 

close to the one obtained by the APA with the smallest step-size (i.e., p =0.08). 

The results obtained in this section are verified with results of [ 18] as shown in Figures 5.3 

and 5.5. 

Misalignment of the algorithms in the single-talk case and exact modeling scenario, 

L=N=500, with projection order p=2 and 8 = 506r is shown in Figures 5.2, 5.4 and 5.6. 
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Figure 5.2 APA with three different step sizes (p =1, p =0.2, p =0.08), and VSS-APA; 

input is an AR(1) process, SNR 4OdB. 
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Figure 5.3 APA with three different step sizes (,u =1, du  =0.2, 1u=0.08), and VSS-APA; 

input is an AR(1) process, SNR=20dB [ 181. 
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Figure 5.4 APA with three different step sizes (p =1, p =0.2, p =0.08), and VSS-APA; 

input is an AR(1) process, SNR=20dB. 
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Figure 5.5 APA with three different step sizes (p =1, p=0.15, u =0.03), and VSS-APA; 

input is an AR(1) process, SNR= l OdB [ 18]. 
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Figure 5.6 APA with three different step sizes (,u =1, p =0.2, p =0.08), and VSS-APA; 
input is a speech signal, SNR=20dB. 
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Dependence of Convergence Rate on Projection Order p: 

Simulations is carried out to evaluate the performance of APA and VSS-APA for different 

values of projection order p. Theoretically, for APA it is proven that the rate of convergence 

improves as the projection order is increased [7], which has been justified by the Figures 5.7 

and 5.8, for p= 2, 4 and 8. Since, the regularization factor 8 strongly depends on p, its choice 
for different values ofp is given in Table 5.1 [18]. 

Table 5.1 Regularization Factors for APA and VSS-APA. 

Projection order Regularization factor 

P-1  8 = 20or 

p=2 S=506.2 

P o=100cr 

P-8  S 	200cr 

Change of the Acoustic Echo Path: 

A possible scenario in AEC is the change of the acoustic echo path, i.e., acoustic impulse 

response is not constant; it may vary from time to time. The results of such an experiment are 

depicted in Figure 5.10, where the acoustic impulse response was shifted to the right by 12 

samples after 10 s from the debut of the adaptive process. In Figure 5.10, the projection order 

for all the algorithms is p=8. The performance of the VSS-APA is compared with classical 

APA and VR-APA. The design parameter for VR-APA is set to 4' =1. From Figure 5.10, it 

can be observed that the VSS-APA has better tracking capabilities over the other two; hence 

it is robust to the echo path variations. 
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Figure 5.7 Misalignment of APA with three different projection orders, p=2, 4, and 8, 

p =0.2,6 is chosen from Table 5.1, input is an AR(l) process, SNR=40 dB. 
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Figure 5.9 Misalignment of VSS-APA with four different projection orders, p=1, 2, 4, and 

8, L=N=512, SNR=20 dB [ 18]. 
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Figure 5.10 Misalignments of APA with u =0.2, VR-APA with =1, and VSS-APA, the 
echo path changes at time 10 sec, 6 is chosen from Table 5.1(for APA and VSS-APA), 
SNR=40dB. 
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Figure 5.11 Misalignments of APA with p =0.2, VR-APA with ; =1, and VSS-APA, the 
echo path changes at time 21 sec, L=N=512, SNR=20dB [ 18]. 

Variations in the Background Noise Level: 

The background noise can also vary in AEC, and consequently, its effects over the algorithms 

performance should be considered. The requirement of a good adaptive filter algorithm is, it 

should be robust against the background noise variations, which is an unavoidable situation in 

practice. In the experiment presented in Figure 5.12, the SNR decreases from 40 to 20 dB 

after 10 s from the debut of the adaptive process. While performing the simulations, it is 

assumed that the new background noise power estimate is not available for VR-APA. For all 

the algorithms, the projection order is p=2. From Figure 5.12 , it can be noticed that the VSS-

APA is very robust against the background noise variation, while all the other algorithms are 

affected by this change in the acoustic environment. 
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Figure 5.12 Misalignments of APA with µ =0.2, VR-APA with 4=1, and VSS-APA, the 
background noise variation at time 10 sec (SNR decreases from 40dB to 20dB), L=N=500, 6 
is chosen from Table 5.1 (for APA and VSS-APA). 
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Figure 5.13 Misalignments of APA with p =0.2, VR-APA with =1, and VSS-APA, the 
background noise variation at time 14 sec, for a period of l4sec (SNR decreases from 20dB 
to 10dB), L=N=512 [ 18]. 
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Double- Talk Scenario: 
The most challenging situation in echo cancellation is the double-talk case. Such a scenario is 

considered in the simulations using the speech signals from Figures 5.14 and 5.15. In 

Figure 5.14, simulations is carried out to evaluate the performance of three algorithms; APA, 

VR-APA and VSS-APA in the presence of double talk and without using any DTD. From 

Figure 5.14, it can be noticed that the presence of double talk (i.e., presence of both far-end 

and near-end speech) causes the adaptive algorithms to diverge . The near end speech signal 

used in simulations (Figure 5.1(c)) extends over a period of 2sec (from 7-9sec), hence the 

algorithms diverges for the same period in Figure 5.14. 

A simple solution to the double-talk is to use a Double-Talk Detector (DTD) to enhance the 

performance of the algorithms during double-talk periods. The simulation in Figure 5.14 is 

repeated using a Giegel DTD. Its settings are chosen assuming a 6-dB attenuation from far-

end to double-talk, i.e., the threshold T is equal to 0.5 and the hangover time is set to 240 sec 

[181, i.e., once the double talk is detected the adaptation is halted for 240 future samples 

(0.03 sec at 8-kHz sampling rate). From Figure 5.15, it can be noticed that the performance is 

improved in the presence of a DTD and VSS-APA outperforms the other two. 
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talk scenario, without DTD, SNR=4OdB. 
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Figure 5.15 Misalignments of APA with u =0.2, VR-APA with 4 =1, and VSS-APA, 
double-talk scenario, with Giegel DTD, SNR=4OdB. 

5.2 Under-Modeling Case 
Simulations is performed in this section using the entire length of the acoustic impulse 

response from Figure 5.1(a), while the length of the adaptive filter remains the same (L=500, 
N=1000). In this case the expression of the misalignment is evaluated by padding the vector 

of the adaptive filter coefficients with N— L zeros, i.e., 20log,0 
I 

h _[h(n)0N_ L ]T D/~ hJ 

Single- Talk Scenario: 

In the first set of simulations, the performance of APA, VR-APA and VSS-APA is evaluated 

in a single-talk case, using a projection order p = 2; the results are presented in Figure 5.16, 

from which it is clear that the performance is affected by the presence of extra under-

modeling noise. 
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Figure 5.16 Misalignments of APA with p =0.2, VR-APA with 4' =1, and VSS-APA, single- 

talk scenario, L=500, N=1000, SNR=4OdB. 
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Chapter 

Conclusion 

In this dissertation, a variable step-size affine projection algorithm suitable for AEC 

application has been discussed in detail. Based on the results obtained, following 

conclusions are drawn: 

The trade-off between the high convergence rate and low misalignment associated with a 

fixed step-size adaptive filter algorithm was overcome using a variable step-size adaptive 

filter algorithm. 

From the simulations performed in chapter 6, VSS-APA was found to be more robust to near- 

end signal variations like increase of the background noise or double-talk, and the effect of 

under-modeling noise on this algorithm was less as compared to classical APA. 

6.1 Future Scope 

The algorithm discussed in this thesis presents a solution for single channel acoustic echoes. 

However, most often in real life situations, multichannel sound is a major issue in 

telecommunication. For example, when there is a group of people in a teleconference 

environment and everybody is busy talking, laughing or just communicating with each other 

results in multichannel sound. Since there is just a single microphone the other end will hear 

just a highly incoherent monographic sound. In order to handle such situations in a better way 

the echo cancellation algorithm discussed during this research should be extended for the 

multichannel case. 
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