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ABSTRACT 

Magnetic levitation technology has been receiving increasing attention because it helps 

eliminate frictional losses due to mechanical contact. A Magnetic Levitation System 

(MLS) is considered as a good test-bed for the design and analysis of control systems 

since it is a nonlinear unstable plant. Controller design for such unstable system involves 

optimizing various parameters, such as settling time, peak overshoot etc. Since the 

system is very prone to disturbances, design must ensure robustness and disturbance 

rejection performance. 

The aim of the thesis is to develop various controlling schemes, which deal with the 

uncertainties of the system, maintaining optimum time specifications. In order to achieve 

• this, first the System model has been designed. With understanding of system 

performance, initially the use of conventional methods to control system dynamics 

employed. Later, Improvement in controlling techniques is performed. It involved 

employing Proportional-Integral-Derivative (PID) control, followed by application of soft 

computing techniques including fuzzy logic, genetic algorithms, neuro-computing and 

particle swarm optimization(PSO). 

Firstly, tuning capabilities of genetic algorithm and particle swarm optimization 

technique for a PID controller are explored. Secondly, fuzzy logic systems are developed 

based on behavior of system, which is combined with tuning of scaling parameters with 

genetic algorithm. These applications are analyzed on magnetic levitation system and 

results showed the capability of proposed algorithms. 
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Chapter 1 

Introduction 

In the industrial domain, magnetic levitation has been successfully implemented for 
iii 

	

	
many applications. We can mention, for example, high-speed train suspension in Japan and 

Germany, vibration isolation systems, magnetic bearings, rocket-guiding projects.[1]—[3]. 

Due to the features of the open-loop instability and inherent nonlinearities in 

electromechanical dynamics of the magnetic levitation apparatuses, the development of the 

high-performance control design for the position. control of the levitated object is very 

important. 

Despite the fact that magnetic levitation systems have unstable behavior and are 

described by highly nonlinear differential equations, most design approaches are based on the 

linearized model about a nominal operating point. In this case, the tracking performance 

deteriorates rapidly with increasing deviations from the nominal operating point. However, in 

order to ensure very long ranges of travel and still obtain good tracking, it is necessary to 

consider a nonlinear model rather that a linear one. In addition, the plant parameter changes, 

such as the change of suspending mass and the variations of resistance and inductance due to 

electromagnet heating, should be taken into consideration. [4] 

Control system design must take into account a number of performance issues, such as 

system stability, the static and dynamic index, and system robustness. Each of these issues 

strongly depends on the controller structure and parameters. However, this dependence 

usually cannot be expressed in a mathematical formula. Additionally, often a trade-off has to 

be made among conflicting performance issues. [5] 

Obviously the lack of a systematic and intuitive approach to select values for a large 

number of control parameters is a big obstacle when attempting to obtain a satisfactory 

control system. In this Disseratation, various controlling schemes are implemented on 

Magnetic leviataion system optimizing various performance Index and a comparison is made 

between various schemes. 



1.1 	Challenges in the Magnetic Leviatation systems 

Due to wide application fields of Magnetic Levitation Systems, it has been the subject 

of many years research, and continues to attract much attention. The main challenges in the 

control of Magnetic Levitation Systems are the complexity of the system and disturbances. 

Following properties make system difficult to control : 

The highly nonlinear system. 

•Accurate control required over different operating conditions. 

Open-loop instability 

1.2 Brief review of literature survey 

Robustness and Disturbance rejection performance are two important performance 

criterion for any control system and important parameters to compare between various 

controlling schemes. Conventional control deals with development of mathematical 

modeling of the system first, than employing controlling methods. 

As known, conventional control system which relies on the mathematical model of 

the underlying system has been successfully implemented to various simple and non-linear 

control systems. However, it has not been widely used with complicated, non-linear and time 

varying systems.[6] 

Since Magnetic levitation system is a highly nonlinear system, controller implemented 

using conventional controlling techniques are not able to give satisfactory performance, 

because it is difficult to describe properly all their nonlinearities. 

The proportional-integral-derivative (PID) controllers were the most popular 

controllers of this century because of their remarkable effectiveness, simplicity of 

implementation and broad applicability. However, PID controllers are poorly tuned in 

practice with most of the tuning done manually which is difficult and time consuming. The 

computational intelligence has purposed genetic algorithms (GA) and particle swarm 

optimization (PSO) as opened paths to a new generation of advanced process control[7]. 

These advanced techniques to design industrial control systems are, in general, dependent on 

achieving optimum performance with the controller when facing with various types of 

disturbance that are unknown in most practical applications. 
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1.3 	Need for soft computing 

Soft Computing is a field, which is characterized by the use of inexact solutions to 

computationally-hard tasks. Modern systems are becoming increasingly more complex, 

making conventional control algorithms that utilize mathematical models insufficient. [7]-[8] 

This resulted in the evolution of soft computing techniques based on biological processes 

such as learning and evolutionary development. Soft computing differs from conventional 

(hard) computing in that, unlike hard computing, it is tolerant of imprecision, uncertainty, 

partial truth, and approximation. In effect, the role model for soft computing is the human 

mind. 

The guiding principle of soft computing is: Exploit the tolerance for imprecision, 

uncertainty, partial truth, and approximation to achieve tractability, robustness and low 

solution cost. At this juncture, the principal constituents of Soft Computing (SC) are Fuzzy 

Logic (FL), Neural Computing (NC), Evolutionary Computation (EC) Machine Learning 

(ML) and Probabilistic Reasoning (PR), with the latter subsuming belief networks, chaos 

theory and parts of learning theory. What is important to note is that soft computing is not a 

melange. Rather, it is a partnership in which each of the partners contributes a distinct 

methodology for addressing problems in its domain. In this perspective, the principal 

constituent methodologies in SC are complementary rather than competitive. Furthermore, 

soft computing may be viewed as a foundation component for the emerging field of 

conceptual intelligence. 

	

1.4 	Thesis Organization . 

The entire work carried out has been presented in six chapters. Each chapter begins 

with brief introduction pertaining to the concerned problem and the motivation behind the 

study. Emphasis has been given to the control algorithm design methodology. The results are 

summarized and discussed at the end of each problem that is attempted. 

Chapter 1 - The challenges in the Magnetic Levitation system control problem and 

literature survey and brief organization. 

Chapter 2 — Magnetic Leviation System modeling, and the stability analysis in both 

time and frequency domain 

Chapter 3 - Soft computing techniques and about Particle swarm optimization. 
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Chapter 4—Tuning  strategies of PID controller. Also, results of tuning using GA and 

PSO are discussed here. 

Chapter 5 —Introduction to Fuzzy logic and ANFIS control. 

Chapter 6 - deals with the conclusion and future scope of the work carried out in the 

dissertation. 



Chapter 2 

Magnetic Levitation System 

	

2.1 	Introduction 

Magnetic levitation is a method by which an object is suspended with no support other 

than magnetic fields. The electromagnetic force is used to balance the gravitational force.[9] 

Magnetic Levitation system is based on a principle of Electromagnetic Induction in 

current carrying coil to levitate objects in air. By using sensors for observing position of 

Levitated objects and then controlling amount of current to be given to Electromagnet, an object 

can be held into air. 

	

2.2 	System Block Diagram 

The System Configuration can be best understood by following Figure: [ 10] 

Driving Circuit 

prucasAi nN circuit 
	 r-= 

__tIAD I 

Fig.2.2.1 MLS block diagram 
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MLS is a platform for the study of magnetic levitation technology. It's mainly composed 

of solenoid, position sensor, amplifier/compensation device (driver), digital controller (PCI 171 1) 

and control object steel ball. It is a typical magnetized levitation system. The system can be 

divided into two parts, MLS main body, control platform with data acquisition card and PC. 

System block diagram is shown in Figure 2.2.2 [ 10] 

Main B n r1'„ 

t.,~  

l:/. t%  

X 

CJntrol FlatfrIrm 

Fig.2.2.2 MLS Experimental setup 

Components of System 

Magnetic Levitation System main body components: 

• Driver 

• Solenoid (Magnet) 

• Sensor 

• LED 

• Steel ball 

Control Platform 

• PC compatible with IBM PC/AT, with PCI slot. 

• PCI 1711 data acquisition card and its driver 

• Demo experimental software. 
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2.3 	Principle and Working 

Magnetic Levitation System works on principle of Electromagnetic Induction to control 

position of ball at required position. When current go through the winding, electromagnetic force 

F will be generated. By controlling the current in the electromagnet winding to balance the steel 

ball gravity force mg by magnetic force, the steel ball will be levitated in the air. Closed loop 

control is required for the stability and anti-interference. The distance x from the steel ball to 

electric magnet is detected by sensor system composed of light source and light sensor. To 

enhance the performance, the speed of the distance variance can also be considered. The control 

current is the input for magnetic levitation control object. 

	

2.4 	System Modeling 

Before system modeling, we have the following assumptions:[ 10] 

1. Assume all the magnetic flux go through the magnetic pore outside air gap, ignore the 

magnetic flux leak; 

2. Magnetic flux is even in the air gap, no edge effect; 

3. Ignore the magnetism reluctance of the ball and electromagnet. Then the reluctant is 

mainly in the air gap between the ball and the electromagnet. 

4. Assume all the magnetic force is focused in the mass center of the ball, which is also 

the ball center. 

Physical Model of the Magnetic Levitation System 

Differential Equation Inference: This system mathematic model is established based on 

the ball kinematics, electrical and dynamics equations. Therefore the system model is established 

from 2 aspects. 

Dynamic Equation of the Control Object 

Assume the ball is not disturbed by external forces, then it is only affected by the 

magnetic force F and gravity force mg. The dynamic equation in vertical direction can be 

described as: 

m  djt—,-- F(i,x)+ mg 	 (2.4.1) 
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x - the air gap between ball centroid and magnetic pore, unit: m; 

m - steal ball mass, unit: Kg 

F(i,x) - magnetic force, unit: N 

g - acceleration of gravity, unit: m/s2  

System Electromagnetic Force Model 

Electromagnetic Force can be modeled using following relation: 

F(i,x) = K ( iZx) 	 (2.4.2) 

K - constant depending on physical parameters 

x - the air gap between ball centroid and magnetic pore, unit: m; 

i - current in Electromagnet 

By equation (2.4.2), the electromagnetic force F(i,x) is nonlinear negative proportional 

with the air gap(x), that's the reason why the Magnetic levitation system is unstable. 

The Control Voltage and Current Model in Electromagnet 

U(t) = Ri(t) + L11 	 (2.4.3) 

Where, 

L, - the static inductance when ball is in the magnetic field; 

R - winding Resistance 

i - current in electromagnet 

U(t) - coil voltage 

The Boundary Condition of System Equilibrium 
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When the ball is in equilibrium point, the acceleration is 0, from Newton's law the 

composition of force on the ball is 0. The magnetic force is equal to the gravity force of the ball: 

mg + F(io, xo ) = 0 
	

(2.4.4) 

System Equation Description: The ML system equation can be obtained from above equations: 

dzx(t)  m dtz  =  F(i, x) + mg 

F(i,x) = K (x)2 
	

(2.4.5) 

U(t) = Ri(t) + L1 - 

my + F(io, x0) = 0 

System Model Linearization: This is a typical nonlinear system. If we are going to solve the 

system by linear theory, it should be linearized first. 

The magnetic force F, instantaneous current i in the coil and air gap x are nonlinear 

related. For controller design using linear theory the system should be linearized first. The 

system control is in certain range, therefore the linearization is possible. It is also indicated in the 

experiment that the system can be linearized at equilibrium point. 

Take Tylor's expansion of equation (2.4.2), ignore higher order terms, there is: 

F(i,x) = F(io, x0 ) + Ft(io, xo) (i — io) + Fx(io, xo)(x — xo) 	 (2.4.6) 

In which F(io, xo ) is the magnetic force equal to the ball gravity force when the air gap is xo  and 

the balancing current is io. That is: 

F(io , xo) = m9 

F (iO, xo) = 	dt  I (i=io.x=xa) 
6F(i,x) 	 (2.4.7) 

6F(i,x)  F(  i, x0) = 	ax  I(i=io.x=xo) 
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Now, on assuming, 

zxio  Ki = Ii(i0 xo) = 	z  xo  

2Kt o  K. = Fx(io,xo) _ — x  , 	 (2.4.8) 

Where, 

Ki  = stiffness coefficient of the magnetic force to current at the equilibrium point. 

KX  = stiffness coefficient of the magnetic force to air gap at the equilibrium point. 

The equation for the whole system is: 

m drz = Ki(i — io) + Kx(x — xo) 	 (2.4.9) 

System Control Modeling: In system modeling, the input is . control current of the 

electromagnet, the influence of inductance is not considered. Assume the power amplifier output 

current is strictly linear with input voltage without delay. 

After Laplace transform, the system can be described by following equation: 

S 2X(S)  = 2Kio  I(S)  _ 2Kt0zX(S) 

mx0 2 	mx03  

X(s) _ —1 

!(s) — As'—B (2.4.10) 

Define the input variable U;,, as the input voltage of the power amplifier, output variable 

U,, as the output voltage reflecting (the voltage output of the process circuit at the back of the 

sensor), the system control object model can be expressed as: 

G(s) = Uout(s) =  x,X(s)  _  —( Xa)  
Uin(S) 	K. i(S) 	AS2— B 

A= Lo ,B= '0   2g 	xo 	
(2.4.11) 

The open loop system characteristic equation is: As z  — B = 0 
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The system open loop pole is: 

s = ± A = ± ,j 	 (2.4.12) 
0 

There is an open loop pole at the right plane, by stability criterion, stable system should have all 

the open loop poles on the left plane. Therefore the ML system is essentially unstable. 

The system state variables are x1 = uoue, xz = uoue and the system state equations are as 

follow: 

/ 

= 

0 1 	0 \I 

x2 	(
~—g 
XO 0) (x2) + 	(— Zo KQ / uin 

(x 
y= [1 0]lxz) = xl (2.4.13) 

	

2.5 	Real System Model 

Put the parameters in equation: [10] 

lX2 / — \980.0 0) \xz/ + \2499.1) uin 	 (2.4.14) 

The transfer function of uin -Y is: 

Go(s) = vin~s~ = CT (s1 —A)-1B 	 (2.4.15) 

Then we have: [10] 

_ 	77.8421 

GO ~S~ 	0.0311s2-30.5250 	
(2.4.16) 

	

2.6 	Magnetic Levitation System Properties 

Though magnetic levitation system has different application with variety of structure and 

configuration, they have the same basic properties: 



a) Nonlinearity 

Magnetic levitation is a typical nonlinear complex system. The approximate model can 

be obtained through linearization. It can also be controlled by nonlinear control theory. 

b) Uncertainty 

The uncertainty mainly is modeling error, electromagnetism interfere and other outside 

disturbances. In the experiment, uncertainty can be reduced by adding lens hood, enhancing the 

background light, or reducing the electromagnet temperature, etc. 

c) Open loop instability 

There is only one steady state of the magnetic levitation system, which is, when the 

electromagnetic force balance the gravity force of the levitate object. When the system is open 

loop, slight disturbance will change the steady state. 

Above properties increase the control difficulty of the magnetic levitation system and 

adding research value for users. 

2.7 	Magnetic Levitation Technology Application Field 

• Magnetic levitation vehicle 

• Magnetic levitation bearing 

• High speed magnetic levitation motor 

• Other area of the magnetic levitation applications 

• Wind tunnel magnetic levitation system 

• Magnetic levitation anti-vibration system 

• Magnetic levitation fusion 

12 



2.8 	Analysis of Magnetic levitation system 

System Step Response Analysis 

System step response is obtained by applying step input to transfer function derived above.The 

following result is obtained: 

Step Response 
6 

5 

4 

n 3 
E 

2 

1 

0 
0 2 	4 	6 	8 	10 	12 	14 	16 	18 	20 

time j in sec 

Fig.2.8.1 System Step Response 

From above figure, the position of the ball diverges quickly. The open system is a second 

order unstable system. To stabilize the levitated object, the current in the electric magnet should 

be changed to prevent the object from leaving the equilibrium point. Therefore, a feedback 

controller is necessary. 

2.8.1 Root Locus Analysis of System 

The closed loop system transient response property is closely related to system closed 

loop poles. If system gain is adjustable, the placement of closed loop pole will depends on the 

selected system gain. From design point of view, some system could easily place the pole to the 

required position by adjusting the system gain. However, when simply changing the system gain 

cannot satisfy the system performance requirement, controller design become important. 
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30 	20 	10 	C 	10 	20 	'C 	40 

Re W Ax* 

Some recently most popular used controller design methods include phase-lead, phase-

lag and lead-lag compensator. etc. 

The real system open loop transfer function is: 

(s) 
 = 
	77.8421 	 (2.8.1) 2.8.1 

0 	0.0311s2— 30.5250 

We can see that, there are 2 system poles, one is positive, one negative. 

p1 = 31.3291 , p2 = -3 l .3291 

Root Lows 

Fig. 2.8. I.1 Open-loop system root locus 

There is a Open loop pole on the right half plane. One root locus starts from this point 

towards left along the real axis and ends at zero. That means however the systems gain change: 

the locus will stay on the right half plane. The system is always unstable. 

Root Locus Design and Simulation 

Magnetic Levitation system root locus method can be formulated as the following problem: 

Design a controller having following specifications: 

• Response time: t, = 0.2 sec (2%) 

14 



• Maximal overshoot: m~,< 10% 

From above specifications, following controller has been designed for the system. 

G (s) = 0.991112(s+23.424) 	 ~r
8.2 

) 
l l  ~  

s+48.8648 

Giving the Step response 

Step Response 

I 

4 

3 

1 

1  2  4  7  8 

Tw (sec) 

Fig. 2.8.1.2 System Step Response 

The compensated system root locus plot is as follow: 

Root Lows 

9  10 

80 

80 

40 

M~5 

I -20 

-40 

-60 

-80 

-50  -40  -30  -20  ,3  5  10  20 
 

30  40 

Reel Ax$ 

Fig.2.8.1.3 Improved root locus 

15 



We can see from the figure, root locus plots are on the left half plane. The system can be 

stabilized by proper choice of K. 

2.8.2 Frequency Response Analysis 

The System response to sinusoidal signal is called frequency response. In frequency 

response method, we change the input signal frequency in certain range to study the system 

response. 

The polar coordinates plot which gives the locus of vector G(jw) / G(jw) . when w varies 

from 0 to infinity. The polar coordinates plot is also called Nyquist plot. The Nyquist stability 

criterion helps us decide the close loop system absolute stability and relative stability according 

to the open loop frequency response property information. 

Bode plot, which use two separate figure: one plots the relation between magnitude and 

frequency and another plots the relation between phase and frequency. 

Bode D~egram 

'05  In2 

Frequency (radleec) 

3 

I 
3  -25  -2  -15 

Real Ax 
-1 	 -0.5 	 0 

Fig.2.8.2.I System Bode and Nyquist Plot 
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We could see that the system has 2 poles, one of which is on the right half S plane. 

According to Nyquist stability criterion, the sufficient and necessary condition of close loop 

system be stable is: when um change from -d) to +x , the open loop transfer function G(jw) 

encircle the point -1 p times, in which p is the number of poles of open loop transfer function on 

the right half plane. For ML system, the open loop transfer function has a pole on the right half S 

plane, so G(j►v) needs to encircle the point -1 once. We could see from Figure the system Nyquist 

plot does not encircle the point -1 once. so the system is unstable. Further controller design is 

required to stabilize the system. 

Design controller, let system static position error constant be 5, phase margin be 

50", gain margin be larger or equal to 10dB. 

From above specifications, following controller has been designed for the system. 

G (s)  _ 19.7254(s+38.0855)  
l J 	s+383.1543 

(2.8.3) 

Bode Diagram 

.G 	 iv 

Frequency (radfsec) 

10 

Nyquist Diagram 

------- 	------- 

E 

Real Axis 

Fig.2.8.2.2 Improved Bode and Nyquist Plot 

n 
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We can see from Bode plot that system has satisfactory phase and gain margin. From Nyquist 

plot, the compensated system is stable. 

and the compensated system gives step response as: 

100 

60 

20 

0 

20I  
0 	0E 	? 	?.< 	2 	< `_ 	3 	4 	4.`-  

TI, e (sec) 

Fig.2.8.2.3 System step response 

2.8.3 PID control analysis 

In industrial control, the most mature and widely used controller is PID controller. PID 

controller is a kind of linear controller, which feedback the combination of proportion, integral 

and differential of the control difference to control the object. 

PID Controller Principle 

PID controller consists of Proportional Action, Integral Action and Derivative Action. It 

is commonly refer to Ziegler-Nichols PID tuning parameters. It is by far the most common 

control algorithm.[ l 1 ] In this chapter, the basic concept of the PID controls will be explained. 

PID controller's algorithms are mostly used in feedback loops. PID controllers can be 

implemented in many forms. It can be implemented as a stand-alone controller or as part of 

Direct Digital Control (DDC) package or even Distributed Control System (DCS). The latter is a 

hierarchical distributed process control system which is widely used in process plants such as 

pharmaceutical or oil refining industries. 

18 



It is interesting to note that more than half ofthe industrial controllers in use today utilize 

PID or modified PID control schemes. Below is a simple diagram of illustrating the schematic of 

the PID controller. Such set up is known as non interacting form or parallel form. 

P 

In ut + 	Error 	 System 	
Output 

D 

Pig.2.8.3.1 Schematic of the PID controller 

In proportional control 

Pterm = Kt, x error 

It uses proportion of the system error to control the system. In this action an offset is 

introduced in the system. 

In Integral control 

'term = Kt x J error.dt 

It is proportional to the amount of error in the system. In this action, the I-action will 

introduce a lag in the system. This will eliminate the offset that was introduced earlier on by the 

P-action. 

Derivative control 

Dterm = Kd  x (d(error))/dt 

It is proportional to the rate of change of the error. The D-action will introduce phase lead 

in the system. This will eliminate the lag in the system that was introduced by the I-action earlier 

on. 
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Continuous PID 

The three controllers when combined together can be represented by the following transfer 

function. 

G,(s) = K(1 ±—+sTd ) 0* t too&1- 0 

	

sT< 	— ACC No ................. 

This can be illustrated below in the following block diagram"""""""""" 

tz~st 	_~1 + sT + sTd} 	~I 	pia„r 	c~=► 'i 

Figure 2.8.3.2 Block diagram of Continuous PID Controller controlling plant 

Fig.2.8.3.2 shows PID control of plant. If mathematical model of a plant can be derived 

then it is possible to apply various design techniques for determining parameters of controller 

that will meet the transient & steady state specifications of closed loop system. I lowever if the 

plant is so complicated that its mathematical model cannot be easily obtained, then an analytical 

approach to the design of' ND control is not possible. Then we must resort to the experimental 

approach to the design of PID controllers. 

The process of selecting controller parameters to meet given performance specifications is 

known as controller tuning. 

Now, the First set PID controller as proportion control, let KO  .3, K; =O, Kd- 0. the following 

result is obtained: 
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Fig.2.8.3.3 Unstable Plant output with Kp=0.3, Ki-=O.Kd=O 

It can be observed from the figure that the system output diverges. Increase control gain, 

KP=0.8, K=O, Kd=O, the simulation result is as follow: 
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Fig.2.8.3.4 Marginally stable output having Kp=0.8, Ki-=O,Kd=O 
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In real control, the design parameters are for ideal system. The nonlinearity, noise. etc are 

ignored in the design process. Therefore, the parameters should be tuned for several times until 

satisfactory result is obtained. "l'une the PID parameters again to get the final response curve as 

follow 
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Fig. 2.8.3.5 System step response with Kp=5, Ki-=0.03,Kd=15 

It can be observed that system will be stabilized in 0.5 second, but the over shoot is large. User 

may adjust the parameters by themselves to get the best performance. 
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Chapter 3 

Soft Computing — A perspective 

3.1 	Soft Computing 

Soft Computing is a field, which is characterized by the use of inexact solutions to 

computationally-hard tasks .Soft computing differs from conventional (hard) computing in that, 

unlike hard computing, it is tolerant of imprecision, uncertainty, partial truth, and approximation. 

In,effect, the role model for soft computing is the human mind. [12] 

At this juncture, the principal constituents of Soft Computing (SC) are Fuzzy Logic (FL), 

• Neural Computing (NC), Evolutionary Computation (EC) Machine Learning (ML) and 

Probabilistic Reasoning (PR), with the latter subsuming belief networks, chaos theory and parts 

of learning theory. What is important to note is that soft computing is not a melange. Rather, it is 

a partnership in which each of the partners contributes a distinct methodology for addressing 

problems in its domain. In this perspective, the principal constituent methodologies in SC are 

complementary rather than competitive. Furthermore, soft computing may be viewed as a 

foundation component for the emerging field of conceptual intelligence. 

• Fuzzy Systems 

• Neural Networks 

• Evolutionary Computation 

• Machine Learning 

• Probabilistic Reasoning 

The Soft Computing techniques are based on the information processing in biological systems. 

The complex biological information processing system enables the human beings to survive with 

accomplishing tasks like recognition of surrounding, making prediction, planning, and acting 

accordingly. Human type information processing involves both logical and intuitive information 

processing. Conventional computer systems are good for the former, but their capability for the 
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later is far behind that of human beings. For a computing system to have human like information 

processing facility, it should be flexible enough to support three features: openness, robustness, 

and real time processing. Openness of a system is its ability to adapt or extend on its own to cope 

with changes encountered in the real world. Robustness of a system means its stability and 

tolerability when confronted with distorted, incomplete, or imprecise information. The real time 

characteristic implies the ability of the system to react within a reasonable time in response to an 

event. Information processing systems with all these three characteristics are known as real 

world computing (RWC) systems. [13] 

Advantages of Soft computing techniques: 

The complementarily of FL, NC, GC, and PR has an important consequence: in many 

cases a problem can be solved most effectively by using FL, NC, GC and PR in combination 

rather than exclusively. A striking example of a particularly effective combination is what has 

come to be known as "neurofuzzy systems." Such systems are becoming increasingly visible as 

consumer products ranging from air conditioners and washing machines to photocopiers and 

camcorders. Less visible but perhaps even more important are neurofuzzy systems in industrial 

applications. What is particularly significant is that in both consumer products and industrial 

systems, the employment of soft computing techniques leads to systems which have high MIQ 

(Machine Intelligence Quotient). In large measure, it is the high MIQ of SC-based systems that 

accounts for the rapid growth in the number and variety of applications of soft computing. 

3.2 	Fundamentals of soft computing 

3.2.1 Fuzzy Logic 

Fuzzy logic is a form of multi-valued logic derived from fuzzy set theory to deal with 

reasoning that is approximate rather than precise. In contrast with "crisp logic", where binary sets 

have binary logic, fuzzy logic variables may have a truth value that ranges between 0 and 1 and 

is not constrained to the two truth values of classic propositional logic. Furthermore, when 

linguistic variables are used, these degrees may be managed by specific functions. 

Fuzzy Logic Control Theory 

Fuzzy logic is derived from fuzzy set theory dealing with reasoning that is approximate 

rather than precisely deduced from classical predicate logic. It can be thought of as the 
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application side of fuzzy set theory dealing with well thought out real world expert values for a 

complex problem 

3.2.2 Fuzzy logic Controller 

Fuzzy control system realizes the control based on system error and its variance. The 

control system basic structure is shown in Figure 3.2.2.1 [10], which includes fuzzification, fuzzy 

rule, fuzzy inference, defuzzification and output quantification, etc. 

fuzzy rule 

input 
quantification fiuzzification 

defuzzification 

fuzzificatio 
8C 

input 
quantification 	 fuzzy inference 

controlling 

Fig.3.2.2.1 Fuzzy Control Logic 

Where, 

r - fixed value, y is the output, 

e and e. are control error and its derivative respectively. 

E and Ec  is the language variable after input quantification. 

U is the basic fuzzy controller language variable, 

u is the actual output after output quantification. 

Fuzzification: Fuzzification transforms from an accurate data variable to a fuzzy variable 

according to its membership function. Consider a fuzzy set of error with 7 members: negative 

large, negative medium, negative small, zero, small, medium, large. Triangular or trapezoidal 

shape function is widely used. 
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Fig 3.2.2.3 Membership function for error 

Fuzzy Rule: 

Fuzzy rule set is an important part of the fuzzy controller. The knowledge and operation 

experience are all saved in the rule set. Table 3-5 gives an example of the fuzzy rule set. In the 

table: NB-Negative large; NM-Negative Medium; NS-Negative Small; Z-Zero; PS-Small; PM-

Positive Medium; PB-Positive Large.[14] 

Table 3.2.2.1 Fuzzy Rule Base 

E 
NB NM NS Z PS PM PB 

NB PB PB PM PS PS Z Z 

NM PB PB PM PM PS PS Z 

NS PB PB PM PS PS Z Z 

Z PB PM PM Z NM NM NB 

PS Z Z Z NS NS NM NB 

PM Z Z NS NS NM NB NB 

PB Z Z NS NS NM NB NB 
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Fuzzy Inference: 

Fuzzy inference means, according to input fuzzy variables, solve for the fuzzy relation 

equation by fuzzy rules. Fuzzy inference is the most .basic problem in fuzzy logic theory. The 

most commonly used method is max-min inference. Next we will introduce the inference method 

on the fuzzy set with triangle membership function. 

For 2 input variables E and E,, a fuzzy controller with output U, the control rules are 

IfE is A11 and E, is Al2  then U is U1 

If E is Ali and E. is A22 , then U is U2 

In which A1 I & Al2  and A21 & A22 are the neighboring fuzzy set of input variable E and 

E which U, and Uz are two neighboring subset of output variable U. If there is E=eo and E0  

e,o , then according to the membership function, w, is: 

The result of rule I is, 

Wr = Unu (eo) * µ12 (ego) 
	

(3.2.2.1) 

And that of rule II is, 

W2 = PA21 (eo) * P22 (ego) 	 (3.2.2.2) 

Where * is min(minimal) or algebra product. 

And combined output of two rules is given as 

= Wl V W2 	 (3.2.2.3) 

The inference result shows the fuzzy rule inference is complete. However, the result is still a 

fuzzy vector, which can not be directly used as control value. Further transformation is required 

to obtain clear control output, which is defuzzification. 

Defuzzification: 

Defuzzification is the process of producing a quantifiable result in fuzzy logic. There are 

several defuzzification methods, the most commonly used are: 

a) Max membership method 

b) Bisector 
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c) Centroid 

The above 3 methods have their advantages and disadvantages respectively. In real application, 

user should choose the proper method according to the application. 

Input Output Quantification 

The I/O quantification changes the input variable from the basic domain to the language 

variables domain. Take error e for example, it's domain is determined by the real process and 

operation experience, the corresponding domain of language variable E is determined by the 

number of fuzzy set defined on E . For example 7 fuzzy sets, then the domain of E is [-3 , 3], 

difference input quantification is to multiply e with a proportional gain to obtain F, then the 

domain of e is also become [-3 , 3]. Similarly, e. should be quantified by multiplying 

proportional gain. The output language variable U should also be quantified by output 

proportional gain, which change the domain of to the domain of real output variable u. 

3.2.3 Structure of Fuzzy logic Controller 

Magnetic levitation system is a typical nonlinear hysteretic system, which is hard to build 

precise mathematical model. Traditional PID controller is also hard to get precise mathematical 

model, thus the dynamic performance and control effect is not satisfactory. The advantage of 

fuzzy control is that it doesn't require the precise model of the control object, but organize the 

control rule decision table to decide the control input. Such system has good dynamic 

performance however the steady state performance is not good, which is subject to the control 

rule and the quantification level. What's more, ordinary fuzzy control is similar with PD control, 

which has a non-zero steady state error. Fuzzy PID controller combines the advantage of fuzzy 

control (dynamic performance) and PID control (steady state performance). Regular PID 

controller can not realize the parameters online adjustment, but the fuzzy PID controller adding 

fuzzy parameters self-tuning control will auto tune the 3 PID parameters Kp  , K; , Ka online to 

gain better performance. The fuzzy PID controller mainly includes fuzzy parameter tuning 

control and PID control. 
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Fuzzy PID Controller Structure Self-tuning fuzzy PID controller mainly composed of 

self-tuning PID and fuzzy control. The diagram is shown below [14] 

e 
fuzzification 

EC IE 

fuzzy inference 

6i4 &K1 + 4, 5(d 
t  + t,~ 

PID 	 model 

Fig.3.2.3.1 Fuzzy PID controller 

PID control realizes the system control part. Fuzzy logic system utilizes error e and its 

derivative ec as the input to auto-tune the PID parameters K, Kd, K; online by fuzzy logic, thus 

to obtain good dynamic and steady state performance. 

Basic Form of Fuzzy PID Controller According to fuzzy logic output physical 

meaning, the fuzzy PID controller can be classified as: gain adjustment, direct control and hybrid 

type. 

a) Gain adjustment fuzzy PID controller 

The output signal of this kind of controller directly corresponds to gain parameters. 3 

gain parameters are tuned on line by fuzzy rules. One type of the gain adjustment fuzzy PID 

controller is based on the performance index as follow: 

If ("Perform Index is ...") then (AKp is ...) and (AKi is ...) and (AKd is...) 

the "Perform Index" can be overshoot, steady state error or other index. 

Another kind of gain adjustment fuzzy PID controller is based on error. The formulation 

is as follow: 

If(e is ...) and (Deis ...) then (AKp is ...) and (AKi is ...) and (AKd is...) 
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The gain parameter of this kind of controller is nonlinear function of error and its 

variation. For example the proportional gain can be expressed as: . In recent years, this kind of 

fuzzy PID controller is most widely explored and used. According to the difference ways of 

tuning, there are fuzzy self-tuning PID controller and fuzzy self-compensating PID controller. 

b) Directly control fuzzy PID controller 

If the fuzzy logic output is the control variable of PID theory, then this kind of controller 

belongs to directly control type. The kind of controller can be classified to 12 structure units. 

Each unit has different control effect, which can be regarded as independent. 

FUZZY CONTROL 	 PID 	 PLANT 

Fig.3.2.3.2 Directly control fuzzy PID controller 

c) Hybrid fuzzy PH) controller 

There are many form of hybrid fuzzy PID controller, like the combination of gain 

adjustment and directly control, or combination of traditional PID control and fuzzy control.[16] 

Some researchers proposed to first use fuzzy control for the fast response and then use PID 

controller for detailed adjustment. This Fuzzy-PID controller has faster dynamic response than 

PID controller as well as less overshoot. The steady state precision is also higher than fuzzy 

control. However, how to realize the smooth switch is a problem. On the other hand, to solve the 

problem of PD controller that can not eliminate steady state error, integral unit can be added. 

This is called fuzzy PD+ linear I. [15] 

du/dt 

Fig. 3.2.3.3 Fuzzy PD + Linear I Hybrid controller 
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3.2.4 Sugeno type Fuzzy Logic control 

The structure of the Takagi-Sugeno type fuzzy model in general is similar to Mamdani 

type fuzzy model. Here instead of Mamdani type sub-models Takagi-Sugeno type sub-models 

are used. The first two parts of the fuzzy inference process, fuzzifying the inputs and applying 

the fuzzy operator, are exactly the same. The main difference between Mamdani and Sugeno is 

that the Sugeno output membership functions are either linear or constant. From the 

experiments it was noticed that Mamdani type fuzzy model is more accurate than Takagi-

Sugeno, but it has one big drawback — huge amount of parameters that need to be identified. 

The process of identification is time consuming so it would not be possible to implement this 

model in real time control.[16] 

Takagi-Sugeno FS essentially performs a nonlinear interpolation between linear, 

mappings. 

A typical rule in a Sugeno fuzzy model has the form 

If Input 1 =x and Input 2 = y, then Output is z = ax + by + c 

For a zero-order Sugeno model, the output level z is a constant (a=b =0). 

The output level z; of each rule is weighted by the firing strength w; of the rule. For 

example, for an AND rule with Input I =x and Input 2 =y, the firing strength is 

mi = And Wet od(Fj (x),F2(y)) 	 (3.2.4.1) 

where F12 (.) are the membership functions for Inputs I and 2. 

The final output of the system is the weighted average of all rule outputs, computed as 

u%iz! 
Final Output = '- 

~wr 

i  (3.2.4.2) 

where N is the number of rules. 
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Comparisons between Mamdani and Sugeno type inference system 

Advantages of the Mamdani Method 

• It is intuitive. 

• It has widespread acceptance. 

• It is well suited to human input. 

Advantages of the Sugeno Method 

• It is computationally efficient. 

• It works well with linear techniques (e.g., PID control). 

• It works well with optimization and adaptive techniques. 

• It has guaranteed continuity of the output surface. 

• It is well suited to mathematical analysis. 

3.2.5 Genetic Algorithm 

Genetic Algorithms (GA) are a stochastic global search method that mimics the process 

of natural evolution. It is one of the methods used for optimization. John Holland formally 

introduced this method in the United States in the 1970 at the University of Michigan. The 

genetic algorithm starts with no knowledge of the correct solution and depends entirely on 

responses from its environment and evolution operators such as reproduction, crossover and 

mutation to arrive at the best solution. By starting at several independent points and searching in 

parallel, the algorithm avoids local minima and converging to sub optimal solutions. 

a) Characteristics of Genetic Algorithm 

Genetic Algorithms are search and optimization techniques inspired by two biological 

principles namely the process of natural selection and the mechanics of natural genetics. GAs 

manipulates not just one potential solution to a problem but a collection of potential solutions. 

This is known as population. The potential solution in the population is called chromosomes. 

These chromosomes are the encoded representations of all the parameters of the solution. Each 



chromosomes is compared to other chromosomes in the population and awarded fitness rating 

that indicates how successful this chromosomes to the latter. 

To encode better solutions, the GA will use genetic operators or evolution operators such 

as crossover and mutation for the creation of new chromosomes from the existing ones in the 

population. This is achieved by either merging the existing ones in the population or by 

modifying an existing chromosome. 

The selection mechanism for parent chromosomes takes the fitness of the parent into 

account. This will ensure that the better solution will have a higher chance to procreate and 

donate their beneficial characteristic to their offspring genetic algorithm is typically initialized 

with a random population consisting of between 20-100 individuals. This population or also 

known as mating pool is usually represented by a real-valued number or a binary string called a 

chromosome. For illustrative purposes, the rest of this section represents each chromosome as a 

binary string. How well an individual performs a task is measured and assessed by the objective 

function. The objective function assigns each individual a corresponding number called its 

fitness. The fitness of each chromosome is assessed and a survival of the fittest strategy is 

applied. In this, the magnitude of the error is used to assess the fitness of each chromosome. 

There are three main stages of a genetic algorithm; these are known as reproduction, 

crossover and mutation. This will be explained in details in the following section. 

b) Population Size 

Determining the number of population is the one of the important step in GA. There are 

many research papers that dwell in the subject. Many theories have been documented and 

experiments recorded [17]. However the matter of the fact is that more and more theories and 

experiments are conducted and tested and there is no fast and thumb rule with regards to which is 

the best method to adopt. For a long time the decision on the population size is based on trial and 

error [18]. 

In this seminar the approach in determining the population is rather unscientific. It is 

suggested that the safe population size is from 30 to 100. In this an initial population of 20 was 

used and the result was observed. The result was not promising. Hence initiatives of 40, 60, 80 
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and 90 size of population were experimented. It was shown that the population of 80 seems to be 

a good guess. Population of 90 and above does.not results in any further optimization. 

c) Reproduction 

Reproduction is usually the first operators applied on population. Chromosomes are selected 

from the population to be parents to cross over and produce offspring. According to Darwin's 

evolution theory of Survival of fittest, the best one should survive and create new offspring that 

is why reproduction operator is sometime known as selection operator The essential idea is that 

above average strings are picked from the current population and their multiple copies are 

inserted in the mating pool in a probabilistic manner. 

During the reproduction phase the fitness value of each chromosome is assessed. This value 

is used in the selection process to provide bias towards fitter individuals. Just like in natural 

evolution, a fit chromosome has a higher probability of being selected for reproduction. 

An example of a common selection technique is the Roulette Wheel selection method as shown 

in Figure 3.2.5.1. 

	

35% 	 17% 

	

01110 	 01001 

49% 
10000 

Fig.3.2.5.1 Depiction of roulette wheel selection 

Each individual in the population is allocated a section of a roulette wheel. The size of 

the section is proportional to the fitness of the individual.[19] A pointer is spun and the 

individual to whom it points is selected. This continues until the selection criterion has been met. 

The probability of an individual being selected is thus related to its fitness, ensuring that fitter 

individuals are more likely to leave offspring. Multiple copies of the same string may be selected 

for reproduction and the fitter strings should begin to dominate. 
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There are a number of other selection methods available and it is up to the user to select 

the appropriate one for each process. All selection methods are based on the same principal that 

is giving fitter chromosomes a larger probability of selection. 

Four common methods for selection are: 

I. Roulette Wheel selection 

2. Stochastic Universal sampling 

3. Normalized geometric selection 

4. Tournament selection 

Due to the complexities of the other methods, the Roulette Wheel method is preferred. 

d) Crossover 

Once the selection process is completed, the crossover algorithm is initiated. The 

crossover operations swap certain parts of the two selected strings in a bid to capture the good 

parts of old chromosomes and create better new ones. Genetic operators manipulate the 

characters of a chromosome directly, using the assumption that certain individuals' gene codes, 

on average, produce fitter individuals. The crossover probability indicates how often crossover is 

performed. A probability of 0% means that the offspring will be exact replicas of their parents 

and a probability of 100% means that each generation will be composed of entirely new 

offspring. 

Uniform crossover is the most disruptive of the crossover algorithms and has the 

capability to completely dismantle a fit string, rendering it useless in the next generation. 

Because of this Uniform Crossover will not be used in this and Multi-Point Crossover is the 

preferred choice. 

e) Mutation 

Using selection and crossover on their own will generate a large amount of different 

strings. However there are two main problems with this. 

1. Depending on the initial population chosen, there may not be enough diversity in the 

initial strings to ensure the Genetic Algorithm searches the entire problem space. 
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2. The Genetic Algorithm may converge on sub-optimum strings due to a bad choice of 

initial population. 

These problems may be overcome by the introduction of a mutation operator into the 

Genetic Algorithm. Mutation is the occasional random alteration of a value of a string position. It 

is considered a background operator in the genetic algorithm. The probability of mutation is 

normally low because a high mutation rate would destroy fit strings and degenerate the genetic 

algorithm into a random search. Mutation probability values of around 0.1% or 0.01% are 

common, these values represent the probability that a certain string will be selected for mutation 

i.e. for a probability of 0.1%; one string in one thousand will be selected for mutation. 

Once a string is selected for mutation, a randomly chosen element of the string is changed 

or mutated. 

I) Summary of Genetic Algorithm Process 

In this section the process of Genetic Algorithm will be summarized in a flowchart. The 

summary of the process will be described below. 

Create/initialize 
Population 

Measure/Evaluate 
Fitness 

Select Fittest 

Mutation 

Crossover / Production 

Optunum Solution 

Non Optimum 
Solution 

Fig.3.2.5.2 Genetic Algorithm Process Flowchart 
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The steps involved in creating and implementing a genetic algorithm: 

I. Generate an initial, random population of individuals for a fixed size. 

2. Evaluate their fitness. 

3. Select the fittest members of the population. 

4. Reproduce using a probabilistic method (e.g., roulette wheel). 

5. Implement crossover operation on the reproduced chromosomes (choosing 

probabilistically both the crossover site and the mates). 

6. Execute mutation operation with low probability. 

7. Repeat step 2 until a predefined convergence criterion is met. 

The convergence criterion of a genetic algorithm is a user-specified conditions for 

example the maximum number of generations or when the string fitness value exceeds a certain 

threshold. 

g) Objective Function or Fitness Function 

The objective function is used to provide a measure of how individuals have performed in the 

problem domain. In the case of a minimization problem, the most fit individuals will have the 

lowest numerical value of the associated objective function:- This raw measure of fitness is 

usually only used as an intermediate stage in determining the relative performance of individuals 

in a GA. Another function that is the fitness function is normally used to transform the objective 

function value into a measure of relative fitness, thus where f is the objective function, g 

transforms the value of the objective function to a nonnegative number and F is the resulting 

relative fitness. This mapping is always necessary when the objective function is to be 

minimized as the lower objective function values correspond to fitter individuals. In many cases, 

the fitness function value corresponds to the number of offspring that an individual can expect to 

produce in the next generation. A commonly used transformation is that of proportional fitness 

assignment [20]. 
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3.2.6 Particle Swarm optimization 

Particle swarm optimization (PSO) is a method for performing numerical optimization 

without explicit knowledge of the gradient of the problem to be optimized. PSO is originally 

attributed to Kennedy, Eberhart and Shi[21] and was first intended for simulating social 

behavior. The algorithm was simplified and it was observed to be performing optimization. The 

book by Kennedy and Eberhart describes many philosophical aspects of PSO and swarm 

intelligence. An extensive survey of PSO applications is made by Poll [22]. 

The features of the method are as follows : 

• The method is developed from research on swarm such as fish schooling and bird 

flocking. 

• It can be easily implemented, and has stable convergence characteristic with good 

computational efficiency. 

PSO optimizes a problem by maintaining a population of candidate solutions called 

particles and moving these particles around in the search-space according to simple formulae. 

The movements of the particles are guided by the best found positions in the search-space, which 

are continually updated as better positions are found by the particles. 

The particle swarm optimization algorithms are based on two socio-metric principles. 

Particles fly through the solution space and are influenced by both the best particle in the particle 

population and the best solution that a current particle has discovered so far. The best particle in 

the population is typically denoted by (gobal best), while the best position that has been visited 

by the current particle is donated by (local best). The (global best) individual conceptually 

connects all members of the population to one another. That is, each particle is influenced by the 

very best performance of any member in the entire population. The (local best) individual is 

conceptually seen as the ability for particles to remember past personal success. The particle 

swarm optimization makes use of a velocity vector to update the current position of each particle 

in the swarm. The position of each particle is updated based on the social behavior that a 

population of individuals adapts to its environment by returning to promising regions that were 

previously discovered. 
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Block Diagram 

Initialization of 
velocity and place 

of particles 

Initialization of pbest. 
and gbest 

The evolution of particles 

I Velocity updating 	~ 

Place updating 

if fitness value 	 YES 
is better than 

pbest 

	

NO 	 I Set it as new pbest 

	

YES 	 if fitness vaine 
is better than 

gbest 	 YES 

	

Set it as new gbest 	
i NO 

/ STOP? 

NO 

STOP 

Fig. 3.2.6.1 PSO Flow Diagram 
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Particle swarm optimization algorithm 

Basic algorithm as proposed by Kennedy and Eberhart (1995)[21] 

xk - Particle position 

vk- Particle velocity 

pk- Best "remembered" individual particle position 

pk - Best "remembered" swarm position 

C1, cZ - Cognitive and social parameters 

r1 , r2- Random numbers between 0 and 1 

Position of individual particles updated as follows: 

xk+1 =x + Vk+1 

with the velocity calculated as follows: 

(3.2.6.1) 

vk+l = vk +C1r1(pk — 4)+c2r2(pk — xk) 	 (3.2.6.2) 

Comparison between PSO and Genetic Algorithm 

Particle swarm optimization can be used to solve many of the same kinds of problems as 

genetic algorithms (GAS). This optimization technique does not scffer, however, from some of 

GA's difficulties; interaction in the group enhances rather than detracts from progress toward the 

solution. Further, a particle swarm system has memory, which the genetic algorithm does not 

have Change in genetic populations results in destruction of previous knowledge of the problem, 

except when elitism is employed, in which case usually one or a small number of individuals 

retain their "identities." In particle swarm optimization, individuals who fly past optima are 

tugged to return toward them; knowledge of good solutions is retained by all particles. 
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Chapter - 4 

PID controller tuning strategies 

	

4.1 	Introduction and necessity of tuning 

Designing and tuning a PID controller appears to be conceptually intuitive, but can be 

hard in practice, if multiple (and often conflicting) objectives are to be achieved. A conventional 

PID controller with fixed parameters may usually derive poor control performance when it comes 

to system complexities. [24]. Since the gain and the time constants of the system changes with 

the operating conditions so the conventional PID controllers result in sub-optimal corrective 

actions and, hence, require frequent tuning adjustments. This stimulates the development of tools 

that can assist engineers to achieve the best overall PID control for the entire operating envelope 

of a given process. In the past few decades, neural networks have been used to meet system 

complexities like nonlinearities [4],, but their real time implementation is quite difficult. 

Genetic Algorithms (GAs) are a stochastic global search method that mimics the process 

of natural evolution. Genetic Algorithms have been shown to be capable of locating high 

performance areas in complex domains without experiencing the difficulties associated with high 

dimensionality or false optima as may occur with gradient decent techniques. GA finds the 

optimal solution through cooperation and competition among the potential solution. Using 

genetic algorithms to perform the tuning of the controller will result in the optimum controller 

being evaluated for the system every time. 

	

4.2 	Techniques for controller tuning 

Various techniques can be employed to tune the value of Proportional, Integral and 

Derivative gains of the system. All methods are giving the value of PID based on some optimum 

condition of objective function. 

4.2.1 Zigler- Nicholas Oscillation Method 

For the system under study, Ziegler-Nichols tuning rule based on critical gain Ks,. and 

critical period P,, will be used. In this method, the integral time Ti  will be set to infinity and the 

41 



derivative time T to zero. This is used to get the initial PID setting of the system. This PID 

setting will then be further optimized using the steepest descent gradient method. 

In this method, only the proportional control action will be used. The K will be increased 

to a critical value Kg,. at which the system output will exhibit sustained oscillations. In this 

method, if the system output does not exhibit the sustained oscillations hence this method does 

not apply. 

In this chapter the inefficiency of designing PID controller using the classical method will 

be shown. This design will be further improved by the optimization method such as steepest 

descent gradient method as mentioned earlier 

Designing PID Parameters 

From the response below, the system under study is indeed oscillatory and hence the Z-N 

tuning rule based on critical gain K50. and critical period P50.  can be applied. 

c 

2 	Imo' 
o 	 f  

3 

0 	10 	20 	30 	40 	50 	60 	70 

Figure 4.2.1.1 Illustration of Sustained Oscillation with Period (Per.) 

The transfer function of the PID controller is 
1 

Gc cs) = K(1- — + ST') 
STi  

The objective is to achieve a unit-step response curve of the designed system that exhibits 

a maximum overshoot of 25 %. If the maximum overshoot is excessive says about greater than 

40%, fine tuning should be done to reduce it to less than 25%. 
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Fig. 4.2.1.2 Simulink implementation of PID control 

Method: 

1. Keep TE  = oo and Te  = O,only Kp  will remain active. 

2. Keep increasing value ofK p till system start oscillating. 

3. This value of Kp  is known as critical gain, K. . 

4. Also calcute time period of the oscillation, Per.  

5. Now, from the relation given in table below, value of K, , K; and Kd can be calculated. 

6. This values are used for implementing PID controller in plant. 

Table 4.2.1.1 Recommended PID Value Setting. 

Type of 

controller 

Kp  T ;  T d. 

P 0.5 Kg ,. rs0 0 

PI 0.45 	K,,.. (1/1.2) P ,. 0 

PID 0.6 E. 0.SP,. 0.125 P,. 

From above given method, system response obtained which is shown below. It is 

clear from the figure that system response can be tuned better, hence new methods for YID 

tuning are implemented. 
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Fig. 4.2.1.3 Step response of Z-N tuned PID controller 

4.2.2 Modern techniques 

4.2.2.1 Implementation using Genetic Algorithm 

Before going into the subject it is good to discuss the differences between Genetics 

Algorithm against the traditional methods. This will help us understand why GA is more efficient 

than the latter. Genetic algorithms are substantially different to the more traditional search and 

optimization techniques. The five main differences are: 

1. Genetic algorithms search a population of points in parallel, not from a single point. 

2. Genetic algorithms do not require derivative information or other auxiliary 

Knowledge; only the objective function and corresponding fitness levels influence the 

direction of the search. 

3. Genetic algorithms use probabilistic transition rules, not deterministic rules. 

4. Genetic algorithms work on an encoding of a parameter set not the parameter 

set itself (except where real-valued individuals are used). 
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5. Genetic algorithms may provide a number of potential solutions to a given 

Problem and the choice ofthe final is left up to the user. 

Initializing the Population of the Genetic Algorithm 

The Genetic Algorithm has to be initialized before the algorithm can proceed. The 

Initialization of the population size, variable bounds and the evaluation function are required. 

These are the initial inputs that are required in order for the Genetic Algorithm process to start. 

➢ Population Size - The first stage of writing a Genetic Algorithm is to create a population. 

This command defines the population size of the GA. Generally the bigger the population 

size the better is the fmal approximation. 

> Variable Bounds — Since in this we are using genetic algorithms to optimize the gains of a 

PID controller. There are going to be three strings assigned to each member of the 

population, these members will be comprised of a P, I and a D string that will be 

evaluated throughout the course of the GA processes. The three terms are entered into the 

genetic algorithm via the declaration of a three-row variable bounds matrix. The number 

of rows in the variable bounds matrix represents the number of terms in each member of 

the population. 

➢ EvaIFN - The evaluation function is the MATLAB function used to declare the objective 

function. It will fetch the file name of the objective function and execute the codes and 

return the values back to the main codes. 

> Options - Although the previous examples in this section were all binary encoded, this 

was just for illustrative purposes. Binary strings have two main drawbacks: 

1. They take longer to evaluate due to the fact they have to be converted to 

and to/from binary. 

2. Binary strings will lose its precision during the conversion process. 

As a result of this and the fact that they use less memory, real (floating point) 

numbers will be used to encode the population. This is signified in the options command 

where the le-6 terms the floating point precision and the .1 term indicates that real 

numbers are being used (0 indicates binary encoding used). 

➢ Initialisega . This command is from the GAOT toolbox. It will combine all the previously 

described terms and creates an initial population of members between bounds with 6 

decimal place precision. 
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The Objective Function of the Genetic Algorithm 

The most challenging part of creating a genetic algorithm is writing the the objective 

function.In this the objective function is required to evaluate the best PID controller for the 

system. An objective function could be created to find a PID controller that gives the smallest 

overshoot, fastest rise time or quickest settling time. However in order to combine all of these 

objectives it was decided to design an objective function that will minimize the error of the 

controlled system instead. Each chromosome in the population is passed into the objective 

function one at a time. The chromosome is then evaluated and assigned a number to represent its 

fitness, the bigger its number the better its fitness. The genetic algorithm uses the chromosome's 

fitness value to create a new population consisting of the fittest members. 

Each chromosome consists of three separate strings constituting a P, I and D term, as 

defined by the 3-row bounds declaration when creating the population. When the chromosome 

enters the evaluation function, it is split up into its three Terms. The P. I and D gains are used to 

create a PID controller according to the equation below. 

CPfa = Ks ° + K.~,s ±K1 

The newly formed PID controller is placed in a- unity feedback loop with the system 

transfer function. This will result in a reduction of the compilation time of the program. The 

system transfer function is defined in another file and imported as a global variable. The 

controlled system is then given a step input and the error is assessed using an error performance 

criterion such as Mean square error (MSE), Integral Square Error(ISE), Integral of absolute value 

of error (IAE),Integral of time absolute error(ITAE) etc.[251 

Results of the Implemented Genetic Algorithm PID Controller 

In the following section, the results of the implemented Genetic Algorithm PID 

Controller will be analyzed. The GA designed PID controller is initially initialized with 

population size of20 and the response analyzed. It was then initialized with population size of 

40, 60, 80 and 90. The response of the GA designed PID was then be analyzed for the smallest 

overshoot, fastest rise time and the fastest settling time. 
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4.2.3 Implementation using Particle Swarm optimization 

The particle swarm optimization algorithms are based on two socio-metric principles. 

Particles fly through the solution space and are influenced by both the best particle in the particle 

population and the best solution that a current particle has discovered so far. The best particle in 

the population is typically denoted by (gobal best), while the best position that has been visited 

by the current particle is donated by (local best). That is, each particle is influenced by the very 

best performance of any member in the entire population. The (local best) individual is 

conceptually seen as the ability for particles to remember past personal success. The particle 

swarm optimization makes use of a velocity vector to update the current position of each particle 

in the swarm. The position of each particle is updated based on the social behavior that a 

population of individuals adapts to its environment by returning to promising regions that were 

previously discovered [26]. 

4.3 	Simulation Results 

a) 	Tuning PID paramteres using Genetic Algorithm 
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Fig.4.3.I System step response, PID tuned with GA 
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System response shows that PID tuned using Genetic Algorithm has very less settling 

time, when compared with Zigler — Nicholas tuned PID controller. Also, steady state error 

reduces to zero in very short span of time. 

Plot of various performance Index versus time shows that IAE is maximum, while ITAE 

is minimum. 
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Fig.4.3.2 Plot of various errors with time (GA) 

b) 	Tuning PID parameters using Particle Swarm Optimization 

PID Parameter tuning using PSO involved assigning some random velocities and 

positions to n number of particles. Objective function which is MSE, IAE, ISE and ITAE is 

calculated for each particle, giving pbest and gbest. Using some parameters, velocity of each 

particle is updated so as to reach towards optimum value of objective function. 

L4E 
ISE 
ITAE 
MSE 
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Results can be summarized in the following table, which shows that PSO performs better than 
Genetic Algorithm. 

Table 4.3.1 Comparison between GA and PSO tuned PID controller results 

IAE ISE ITAE MSE 
GA 3.52561 2.20342 0.9346992 0.008336 
PSO 3.12434 1.83247 0.7943232 0.006030 
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Chapter — 5 

Fuzzy logic and ANFIS controller 

Many decision-making and problem-solving tasks are too complex to be understood 

quantitatively, however, people succeed by using knowledge that is imprecise rather than precise. 

Fuzzy set theory, originally introduced by Lotfi Zadeh in the 1960's, resembles human reasoning 

in its use of approximate information and uncertainty to generate decisions. It was specifically 

designed to mathematically represent uncertainty and vagueness and provide formalized tools for 

dealing with the imprecision intrinsic to many problems. By contrast, traditional computing 

demands precision down to each bit. Since knowledge can be expressed in a more natural by 

using fuzzy sets, many engineering and decision problems can be greatly simplified. 

Fuzzy set theory implements classes or groupings of data with boundaries that are not sharply 

defined (i.e., fuzzy). Any methodology or theory implementing "crisp" definitions such as 

classical set theory, arithmetic, and programming, may be "fuzzified" by generalizing the concept 

of a crisp set to a fuzzy set with blurred boundaries. The benefit of extending crisp theory and 

analysis methods to fuzzy techniques is the strength in solving real-world problems, which 

inevitably entail some degree of imprecision and noise in the variables and parameters measured 

and processed for the application. Accordingly, linguistic variables are a critical aspect of some 

fuzzy logic applications, where general terms such a "large," "medium,"small" have more 

meaning than numerical values. [27] 

5.1 	Fuzzy logic system 

Fuzzy PID Controller Design Procedures From previous principle, we can design the 

fuzzy PID controller. The steps of designing fuzzy PID controller are as follow:[10] 

(I) Determine the input and output variables of fuzzy controller, thus to determine the 

dimension of the controller. In general, the input variable can be selected as the system error and 

its variation. The output variables are PID parameters or their increment. 

51 



(2) According to the requirement, determine the variation range of each input, output 

variables, and then determine their quantification level, quantification factor and proportion 

factor. 

(3) Define fuzzy subset in the quantification domain of each variable. First define the number 

of fuzzy subset to determine the language variable of each fuzzy subset, then choose the 

membership function for each variable. 

(4) Determine the fuzzy rules. This is actually a group of operation experience. The fuzzy 

rules aim to make the system obtain optimum dynamic and steady state performance. 

(5) Solve for the fuzzy control table. From fuzzy control rule and the input, output variables 

the fuzzy controller output can be obtained. These outputs are related with PID parameters. The 

fuzzy control table is formulated by putting the input, output, variables in a table. PID parameters 

are independent; therefore there are 3 fuzzy control tables. 

(6) Put sampling error and increment into fuzzy control rule table to obtain new PID 

parameters. The final output will be obtained by PID calculation. 

(7) Analyze the fuzzy PID control performance according to simulation or experiment results. 

Then adjust the quantification and proportion factor to get the best result. 

Realization [10] 

Table 5.1.1 Fuzzy PID parameters 

variables e  e, nkm  ok;  akd  

language E EC AK, aK;  nKd  variables 

[-2 2] [-1 1] [-0. 2 [-0.001 [-3 3] 
basic domain 

0.2] 0.001] 

fuzzy subset [NB 	NM 	NS 	ZO 	PS 	PM 	PB] 

fuzzy domai [-3 3] [-3 3] [-0. 2 [-0.001 [-3 3] 
0.2] o.aot] 

uantificatio 1.5 3 1 1 1 
factors 
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Simulink Architecture 

Fig. 5.1.6 Simulink Model for Fuzzy PID controller 
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5.2  ANFIS architecture 

It is a hybrid neuro-fuzzy technique that brings learning capabilities of neural networks to 

fuzzy inference systems. The learning algorithm tunes the membership functions of a Sugeno-

type Fuzzy Inference System using the training input-output data. The ANFIS is, from the 

topology point of view, an implementation of a representative fuzzy inference system using a BP 

neural network-like structure.[28] It consists of five layers. The role of each layer is briefly 

presented as follows: let O;' denote the output of node i in layer 1, and x, is the i h̀ input of the 

ANFIS, i = 1, 2,...,p. In layer 1, there is a node function Massociated with every node: 

O;' = M;(xi)  (5.2.1) 

The role of the node functions M,, M2...., My here is equal to that of the membership 

functions µ(x) used in the regular fuzzy systems, and q is the number of nodes for each input. 

Gaussian shape functions are the typical choices. The adjustable parameters that determine the 

positions and shapes of these node functions are referred to as the premise parameters. The 

output of every node in layer 2 is the product of all the incoming signals: 

O,2 =M,(x,)AND M j(x j ) 	 (5.2.2) 

Each node output represents the firing strength of the reasoning rule. In layer 3, each of 

these firing strengths of the rules is compared with the sum of all the firing strengths. Therefore, 

the normalized firing strengths are computed in this layer as: 

z 
O,3 = O' Z  (5.2.3) 

O; 

Layer 4 implements the Sugeno-type inference system, i.e., a linear combination of the 

input variables of ANFIS, xj,x2, ...x, plus a constant term, cl,c2, ...,cp, fbrm the output of each IF 

—THEN rule. The output of the node is a weighted sum of these intermediate outputs: 

r 
= O;'~ Pfxj +c  (5.2.4) 

j=l 
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where parameters PJ,P?, ...,P,, and ci,C2, ...,Cp, in this laver are referred to as the 

consequent parameters. The node in layer 5 produces the sum of its inputs, i.e., defuzzification 

process of fuzzy system (using weighted average method) is obtained: 

= ~l) 	 (5.2.5) 

The flowchart of ANFIS procedure is shown in Fig. 5.6. ANFIS distinguishes itself from 

normal fuzzy logic systems by the adaptive parameters. i.e., both the premise and consequent 

parameters are adjustable. The most remarkable feature of the ANFIS is its hybrid learning 

algorithm. The adaptation process of the parameters of the ANFIS is divided into two steps. For 

the first step of the consequent parameters training, the Least Squares method (LS) is used, 

because the output of the ANFIS is a linear combination of the consequent parameters. The 

premise parameters are fixed at this step. After the consequent parameters have been adjusted, 

the approximation error is back-propagated through every layer to update the premise parameters 

as the second step. This part of the adaptation procedure is based on the gradient descent 

principle, which is the same as in the training of the BP neural network. The consequence 

parameters identified by the LS method are optimal in the sense of least squares under the 

condition that the premise parameters are fixed. 

5.3 	Results 

a) Fuzzy PID controller 

005 

a 0 
Y 

2 

L 

 

.1 	.Z 

d~a WW" 	Ma 	 a aad a 	Wa 

Fig. 5.3.1 Surfaces for Kp.Ki and Kd 

57 



14 

12 

1 

0.8 

a 
0.6 

0.4 

02 

0 
0 

0.03 

0.025 

0.02 

Q 0 015 
E 

0.01 

0 005 

Step response 

02 	04 	06 	08 	1 	12 	1.1 	1.6 	13 	2 
time 

Fig. 5.3.2 Step Response of Fuzzy PID controller 

Performance Indices 

IAE 
ISE 
1 AE 

jl 	 MSE 

i
t 

0 	02 	04 	06 	08 	1 	12 	14 	16 	18 	2 
time 

Fig.5.3.3 Plot of various errors with time(Fuzzy PID) 

58 



b) ANFIS control 

ANFIS structure 
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Fig. 5.3.4 ANFIS structure 

From this architecture a Fuzzy inference system is being created, this system is exported 
to workspace in MATLAB window, and used as inference system in system employing 
following architecture. 
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Now. tuning of scaling parameters of the system is the next task. This is accomplished by 
applying Genetic algorithm to tune parameters of system, like Kp, Ki, Kd, Ku . 
The results obtained for various performance indices are calculated and compared with 
those obtained using PID tuned using Genetic algorithm and PSO. Results showed that 
Fuzzy system are more efficient as compared to PID controller. 

Table 5.3.1 Comparison between results of PID and Fuzzy PD+ linear I tuned using GA 

architecture IAE ISE ITAE MSE 
PID tuned using GA 3.52561 2.20342 0.9346992 0.0083362 
Fuzzy PD +linear I tuned 
using GA 

3.02512 
i 

2.16031 0.8654213 0.0068289 

System step response shows that Fuzzy system provide output with less overshoot, but 
settling time is more as compared to PID controller system. 
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Chapter 6 

Conclusion and Future Scope 

Conclusion 

The Magnetic levitation system being a highly unstable, nonlinear system needs 

controlling scheme which can control system uncertainties. Position of pole on the right half 

plane makes system unstable that any amount of compensation will not stabilize the ball in 

required position, and the effect of environmental disturbances will affect its position everytime. 

Step response analysis reveals that there is a compromise always existing between steady 

state error and peak overshoot, settling time. Controller designed using root locus analysis gives 

more steady state error and settling time and peak overshoot are also high.PID controller gives 

better performance, but it has difficulty with properly tuning of the PID parameters value. 

Tuning PID parameters using Genetic Algorithm and Particle swarm optimization are analyzed. 

On comparing between two optimization techniques, the simulation results with PSO 

techniques prove to be more effective than with GAs. In GAs, the limits defined by the number 

of parameters gives the search region while in PSO, the search region is independent of the 

number of parameters, given by the distance between the randomly selected initial position and 

the position corresponding to optimal fitness value. It is also observed that the speed of 

computation in PSO is very less in comparison to GAs. 

Since better performance shown by PSO technique, combining this technique with other 

intelligent techniques, such as neural networks, expert systems, and fuzzy logic control systems 

open a new way to design and construct intelligence control systems adapted to complex real 

time systems. 

Robustness is major advantage of Fuzzy logic controller than PID. Also, these are 

simpler to implement as no mathematical modelling is required and expert knowledge can be 

embedded in form of control rules. The achieved results showed that proposed ANFIS and fuzzy 

logic controllers are more robust to parameter variations when compared to the PID controller. 



Future Scope: 

Application of various new optimization techniques such as Genetic algorithm, PSO opens a 

doorway to development of intelligent systems, incorporating advantages of various schemes, 

like Fuzzy control, Neural control into single system. For future work, various Fuzzy parameters 

like membership function tuning using Genetic algorithm and PSO is suggested. 
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Appendix 

Parameter values for Magnetic Levitation System 

Parameter Value Parameter Valne 

in 22g xà  20.0min 

Iron core 
diameter 

22nnn 
ry  

Enameled 
wire diameter 0.8 uun 

R 13.8n r 12.5nmi (ball radius) 

N 2450 circles K 2.3142e-004 _Nin2  /A2  

io" 0.6105 A Kf 0.25 
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