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ABSTRACT 

Accurate estimation of delays in Static Timing Analysis (STA) using Non Linear 
Delay Model (NLDM) based Look Up Table (LUT) is a major challenge in nanome-
ter range VLSI circuits. There are serious issues with NLDM based LUT due to 
the present method of arbitrary choice of input signal transition time trip  and load 
capacitance. (C1) and resulting large number of HSPICE simulations with ad-hoc 
method adopted for achieving tolerable accuracy. In this dissertation, we present a 
systematic method to reduce standard cell library characterization time significantly 
achieving accuracy in a more systematic way. For this purpose we propose and use a 
simple and physics based logic gate delay model in which delay varies linearly with 
Ci and t,i,,, where Cl is the load capacitance and tri, is the input signal transition 
time of a standard cell. We also determine its region of validity in the (Cl, t,i,,) 
space. We express the delay model coefficients and model's region of validity as a 
function of inverter (or logic gate) size. We validate our model for all basic gates such 
as inverter and NAND using HSPICE: We extend our work to multi-stage standard 
cells too. We do not use device current/capacitance models in our work and hence 
the method is general enough to be valid with scaling. With the help of this new 
model, we were able 'to save approximately of 60% SPICE simulations during the 
standard cell library characterization. We observe that the delay obtained using our 
LUTs is as accurate as that of the delay obtained through traditional LUTs with 
the said saving in simulation time. 
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Chapter 1 

Introduction 

1.1 Introduction 

The speed of an integrated circuit is characterized by its clock frequency. The 
setup time, hold time and the period of the clock impose delay constraints on a 
combinational data path. The setup time determines the maximum delay of the 
combinational data path called as setup time constraint, similarly the hold time of 
flip-flop imposes minimum delay constraint on the combinational data path called 
as hold time constraint. The delay of a combinational data must be estimated 
accurately to confirm that the constraints imposed by clock period, setup time and 
hold time are satisfied. The delay of the data path can be measured by two ways [1]: 

Circuit simulations using SPICE can be used to estimate the delay of a circuit 
accurately. However, SPICE simulations need large cpu times to process an 
entire circuit having large number of transistors. SPICE takes few seconds to 
process individual transistors in a circuit, so the processing of an entire circuit 
takes large time. 

2. An alternative method to using SPICE which estimates circuit delays reason-
ably accurately is static timing analysis method (STA). STA makes use of the 
simple gate delay models to find the delay of the entire data path, hence takes 
lesser time. 

1 
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1.2 Static Timing Analysis 

To determine if a circuit meets timing constraints, it is necessary to find its critical 
path. Critical path is the path having maximum delay in traversing from primary 
inputs (PIs) to primary outputs (POs). Consider the combinational circuit shown in 
the Fig. 1.1. In STA the critical path is mostly found by a method which we elucidate 
here. Each block in the figure could be a simple logic gate or combinational block, 

010" ,a 	
2H I 211 	3l2, n :8/5 

Old a . 

ao c 	
412 	

4IZ.: 

oo a; 
9/T 	i3'16 	

113 
, ' X7111; 

010 e 
010 f 	

311 
k 311 

0/0 

010' h '1 
412 I 4/2 	

y2 k>—' 
7I6 

Figure 1.1: An example illustrating -the application.. of CPM on a circuit with 
inverting gates.. 

and is characterized by delay from each input pin to output pin. Each block is 
an inverting type logic gate such as NAND or NOR.The numbers d,,/d1 inside each 
block represents the delays for output rise transition and, output fall transition cases, 
respectively. These delay's are obtained through delay models. We also assume that 
all the primary inputs arrive at the time zero, so that the numbers "0/0" at each 
primary input represent the worst case rise and fall arrival times, respectively at 
each of these nodes. 

A block is said to be ready for processing when the signal arrival time information 
is available for all of its inputs. Therefore initially, only those blocks that are fed 
solely by primary inputs are ready for processing. In the example these correspond 
to i,j,k and 1. Then out of all the blocks that are ready for processing, choose any 
of the block. We compute the worst case arrival time at output by adding the delay 
of the block to latest arriving input time. In this way' we process the remaining 
blocks and through out the entire circuit. In our example the processing of blocks 
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that are chosen are i,j,k,l,m,n,p,o and the worst case delay for the entire block is 
max(7,11)=11 units. 

To find the critical path in the above example, we begin with the final gate output 
`0', whose falling transition corresponds to the maximum delay. This transition 
is caused by the rising transition at the output of gate n, which must therefore 
precede `o' on the critical path.Similarly, the transition at `n' is effected by the 
falling transition at the output of `m', and so on. By continuing this process, the 
critical path from the input to the output is identified as being caused by a falling 
transition at either c or d, and then progressing as follows:rising j-- falling m—~ 
rising n—* falling o. The arrows in the Fig. 1.1 indicates the critical path. 

Thus in STA, critical path is determined by CPM method, which in turn makes 
use of the delay's of each logic gate. These delay's of logic gates are obtained by 
making use of Delay Models (DM). The fast calculation of delay of a data path in 
STA is because of the delay models that it uses. However, for the circuit design to 
be flawless, these DMs should also be as. accurate as possible. 

In this chapter we will discuss several DMs proposed in literature. Before doing 
this, we discuss the setup time and hold time constraints. 

1.3 Clocking Disciplines: Edge-Triggered Circuits 

The basic parameters associated with a flip-flop can be summarized as follows: 

• Setup Time: The Data input of the register, commonly. referred to as the D 
input, must receive incoming data at a time that is at least T3etup units before 
the onset of the latching edge of the clock. The data will then be available at 
the output node Q, after the latching edge. The quantity, TS,tur is referred to 
as the setup time of the FlipFlop. 

• Hold Time: The input `D' must be kept stable fora time of Tyojd units, where 
T,ld is called the hold time, so that the data are allowed to be stored correctly 
in the FlipFlop. 

• Each latch has a delay between the time the data and clock are both available 
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at the input, and the time when it is latched; this is referred to as the clock-
to-Q delay, IT 

Consider two flip-flops i and j, connected only by pure combinational paths. Over all 
such paths i—+j, let the largest delay from FF i to FF j be d(i,j), and the smallest 
delay be d(i,j). 
Let us denote the setup time, hold time, and the maximum and minimum clock-to-Q 
delay of any arbitrary flip-flop be Tak , Thk , Ak and Jk respectively. Data is available 
at the launching flip-flop, i after the clock-to-Q delay and will arrive at the latching 
flip-flop J, at a time no later than A +d(i,j). For correct clocking, the data are 
required to arrive to arrive one setup time before the latching edge of the clock at 
FF j as shown in Fig 1.2 i.e at a time no later than P-T82. Where P is the period of 
the clock. This will give us a relation as 

A +d(i,j) < P—T 3 	 (1.1) 

d(i,j) < P — Ts — Ai 	 (1.2) 

This constraint is often referred to as the setup time constraint. Since this require-
ment places an upper bound on the delay of a combinational path, it also called as 
long path constraint. The data must be stable for an interval that is at least as long 

i 	Cycie:timep 

Clock:. . 

	

S'e 	time 	°.Set^p time 

	

IIII I 	1 	I 	 I 	1 	I 

1 	 IY~I, 

Hold time 	Hold time 

Figure 1.2: Illustration of the clocking parameters of the flip-flop 

as the hold time after the clock -edge, if it is to be correctly captured by the FF. 
Hence it is essential that the new data do not arrive at FF j before time Th3. Since 
the earliest time that the incoming data can arrive is b. + d(i,j), this gives us the 
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following hold time constraint: 

bz  -f d(i,.7) ? Thy 	 (1.3) 

d(i,j) ? Th;  — Si 	 (1.4) 

Since this constraint puts a lower bound on the combinational delay on a path, it is 
referred to as a short path constraint. If this constraint is violated then the data in 
the current clock cycle are corrupted by the data from the next clock cycle. Thus the 
delay of the combinational data has to be measured by the designer to check whether 
the set-up time and hold time constraints are satisfied. The delay measurement is 
done using STA, which makes use of delay models. In the next section we discuss 
several DMs, their merits and demerits. 

1.4 Delay Models 

In order to find the delay of an entire combinational circuit using STA, we must 
determine the delay of its logic gates. These are obtained by using the models 
relating the delay, load capacitance and input transition time of a logic gate. These 
gate delay models are classified as: 

1. Analytical Delay Models: The delay of a logic gate is found from the output 
voltage transition of logic gate across the load capacitor. They make use of 
the current equation of the MOSFET. The accuracy depends on accuracy of 
the current equation. Alpha power law delay model is a typical example. 

2. Empirical Delay Models: Empirical models are based on the curve fitting on 
the simulation data obtained using SPICE. Polynomial delay model is a typical 
example. 

3. Look Up Table (LUT) Method: Here we tabulate the gate delays for several 
values of input transition time (trig ) and load capacitance (C1). Having known 
trip and Cl we can pick the delay of that particular logic gate from the table. 

We now discuss several important delay models proposed in the literature. 

1.4.1 Alpha power law Delay Model 
Alpha power Delay Model is a representative example of analytical DMs. This model 
is an extension of the Schokley's square-law MOS model in device saturation region. 
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The main advantage of the a-power delay model is that it takes in to account of the 
velocity saturation effects which are dominant in the short-channel MOSFET's [2]. 
Using this model we can derive an equation for logic gate delay by taking into 
account of the input signal slope. 

A full description of the model is given below: 

ID = 0 (Vos < VT13 : cutoff region) 	 (1.5) 

( IDO/VDO)VDs (VDS <V 0  : linear region) 	(1.6) 

= I~DO (VDS > ADO : saturation region) 	 (1.7) 

where 
V VTH \ 

'DO = 'DO 	93 — 	 (1.8) 
VDO — VTH/ 

a/2 

	

QDO = VDO
— VTH 	(1.9) 

VDO  	— VTH 
The model is based on four parameters: VTH(threshold voltage), a(Velocity satu-
ration index), VDO (Drain saturation voltage at VGS = VDD, and 'Do (Drain current 
at VGS = VDS = VDD). The time from a half-VDD point of the input to a half-VDD 
point of the output is defined as delay, t pHL, in this discharging case. In the charging 
case the delay t pLH is defined in the same way. Consider the Fig. 1.3 during the 
evaluation of the delay expression. 

VVD 

,~O.YUpD' 

VIN 
D.1V 

Figure 1.3: Discharging waveform of an inverter 

Before the input reaches VTN, NMOS is off and the output voltage Vo remains 
VDD . (region 1 in the above figure number). Then in the region 2, the input ramps 
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up linearly and the NMOS is operated in the saturation region. The output voltage 
V° satisfies the following differential equation: 

	

( t/tT—VT — VT 	VTH dV° CL 	I ~ 	I 	 « LT _ 	 (1.10) 
dt 	DO— D0. 1—LT ) 	VDD 

The solution is 

V° VDD ICL ' 1+a  1 —1LT GT
—vT1(region2 : VTtT < t G tT)( 1.11) 

(  )« — 

In region 3, the input is fixed at VDD and the n-channel MOSFET is operated 
in the saturation region. Consequently, the output capacitance CL is discharged 
by a constant current IDo and the output voltage V° changes linearly. The output 
equation in this region is given by 

C
V° VDD CL t 	1+a  tT) (region3 : tT G t < tT) 	(1.12) 

In the final region 4, the input is still fixed at VDD but the operation mode of 
the n-MOSFET goes in to the linear region. As a result, the differential equation 
governing the discharging process can be written as 

dV° _ 'DO 	1 	 (1.13) 

	

CL dt 	VDO V° — — R3 V°  

The solution in this region has an exponential form and goes through the point 
(tDO, VDO): 

	

V° = VD0eCL R3(t1 tDO) (region4 : tDO < t) 	 (1.14) 

Denoting t05 as the time when the output reaches a half VDD point, the delay tPHL 
is calculated by using the previous derived expressions: 

	

tT _ yT + c — 1) 	CLVDD 

	

tpHL=t05— 2 	1 +a 	2 tT+ 2IDO 	
(1.15) 

For t pLH, the expression is exactly the same but the values of VTH, a, and IDo for 
the p-channel MOSFET should be used. Thus from the delay expression it can be 
seen that the delay is a linear combination of two terms. The first term is the input 
waveform dependent term, which is proportional to the input waveform transition 
time tT, and the second term is the output capacitance term, which is proportional 
to the out capacitance CL. 



Introduction 	 8 

As we observe in a-power DM, the accuracy of analytical delay models depends 
on the accuracy of the MOSFET's current equation. MOSFET current equations 
for sub-90nm technologies are very complex in nature. In addition, their parameters 
are dependent on the terminal voltages of the device. 

1.4.2 Polynomial DMs 

Traditional methods for characterizing a cell driving a load use an equation of the 
form K1C1  + k2 , where k, is the characterized slope and k2  is the intrinsic delay. 
However, such an equation neglects the effect of input transition on the delay. 
The Non Linear Delay Model (NLDM) from Synopsys uses the characterizing equa-
tions of the form at,.im  +,3C1 + rytrinCi + 8. 
The Scalable Polynomial Delay Model (SPDM) developed by Synopsys uses a prod-
uct of polynomials to fit the delay data. For example, for two parameters Cl and 
trzn , a product of mth  order polynomial in Cl with an nth  order polynomial in t,i,,, 
of the form (ao  + a1C1 + ......a.Cm)(bo + blt + .....b7ztT n ) may be used [3]. 

To overcome this disadvantage industry is making use of LUTs to obtain delay 
of logic -gate. In the next section we discuss details of look up table approach of 
finding the delay of any logic gate. 

1.4.3 Look Up Table Approach 

LUTs with delays tabulated for several values of input transition times and load 
capacitances are today used in STA. These LUTs are popular due to the limitations 
of analytical and polynomial DMs discussed in Sections 1.4.1 and 1.4.2. 

Look up table used for STA is a two dimensional table, where a gate's delay is 
characterized with respect to its load capacitance (Cl) and the input signal transition 
time (t,._Zn ) [4]. 

A general look up table looks as shown in the Table 1.4.3', tabulates delay with 
respect to the load capacitance and input signal transition time. Since delay's are 
tabulated as a function of trip and C1, we need to estimate signal transition times 
of all circuit nodes. A look table of gate output transition time (T,) must also be 
estimated as a function of load capacitance and input transition time. 
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Cloadl Cload2 Cload3 C1oad4 
tr_i,1  D11 D12 D13 D14 
tr-in2 D21 D22 D23 D24 
tr-in3 D31 D32 D33 D34 
tr-in4  D41 D42 D43 D44 
tr-in5 D51 D52 D53 D54 

Table 1.1: Delay LUT of a logic gate 

Cloadl cloa.d2 Cload3 c10a44 
t._21 tr-outl1 tr-07Lt12 tr-o7Lt13 tr—ovt14 

tr—in2 tr—out21 tr—out22 t.—j3  tr—out24 

tr-in3 tr—out31 tr—out32 tr—oiat33 tr-0ut34 

tr—in4 tr—out41 tr—out42 tr—out43 tr—out44 

tr—in5 tr—out51 tr—out52 tr—ou.t53 tr—out54 

Table 1.2: T Out  LUT of a logic gate 

However, there are several problems associated with the LUTs. We enumerate these 
problems in the next section. 

1.5 Problem Statement 

1. Presently trim  and Cl  values are selected in an ad-hoc manner, so there needs 
a systematic way of choosing these.values for improving accuracy. 

2. These characterization tables have to be regenerated due to variation in pro-
cess, voltage and temperature. The LUTs are characterized for several sizes 
of logic gates. This requires huge characterizing effort. 

3. The accuracy of the delay obtained by LUT approach depends on the size 
of the LUT. Increasing the size increases accuracy but increases the system's 
memory consumption and simulation time. 

In this thesis, we propose a solution to the above problems with existing LUTs which 
focuses on optimum choice of trim  and Cl values. We propose a model in which delay 
varies linear with trim  and Cl and also determine its region of validity as a function 
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of its logic gate size. We show that our approach is valid for any single stage logic 
cell. We also extend our work to multistage standard cells. Using this model and 
region of validity we choose appropriate values of trim  and Cl for generating LUTs. 
Our approach can also be used with the technology scaling. 



Chapter 2 

Novel Linear Delay Model and Its 
Region of Validity 

2.1 Overview 

In this chapter we derive a linear delay model and its region of validity. Our model is 
physically based and its coefficients are obtained using physical arguments and very 
few SPICE simulations. While developing the model we make various assumptions 
and later justify the use of all our assumptions. In the next section we derive our 
linear delay model. 

2.2 Novel Linear Delay Model 

In this section, using physical reasoning we show that delay varies linearly with load 
capacitance (C1) and input transition time (TR ) when these parameters are within 
a certain range which we determine later. We use the. symbol TR  to denote the 
time required for the input voltage to increase from 0 to VDD. In this derivation we 
use an inverter circuit with its output being discharged as shown. in Fig. 2.1(b). In 
this chapter, the word "delay" stands for 50% delay. In our work, we assume that 
VCS =  VTR  t, where VGS is the gate-source voltage of the inverter's NMOS .device, 
VDD is the power supply voltage and t is time. We relax this assumption later. The 
output discharge comprises of two regions: First, when the input transitions from 0 
to VDD and second, when the input voltage Vn=VDD. We make an assumption that 
the load capacitance is chosen such that the NMOS device is in saturation region 

11 
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vDD 

~r̀~ 	 VDD - 
• _n 

VDD12 

(a) 	(b) 

Figure 2.1: (a) CMOS Inverter, Wp and W. are the widths of PMOS and NMOS 
respectively, (b) O/P of an inverter for ramp input. 

from 0 to VDD. The output discharge AQ(TR) from 0 to TR is, 

f TR o 
0AQ(TR) _ Idadt (2.1) 

= TR f1 f( VGS VDS 	1 ) d VGS) 
( VDD  (2.2) VDD VDD 

r1 

= 
 TRJ

f(x,y= 
0 

1)dx (2.3) 

= STTR. (2.4) 

Vz,t(TR) = VDD - 
Output discharge from t = 0 to t = TR 

(2.5) 
cl+cP 

__ 	S'TTR Vt (TR) 	VDD
_- 	Rif 	 (2.6) 

Here, Ids = f (V , VDS) is the NMOS drive current, ST is a constant proportional DD DD 
to Wn since the NMOS current is proportional to the width of device (Ids a Wa ), 
x=VGS /VDD and y=VDS/VDD. The generalized expression of current as a function 
of VGS and VDS enables us to include the second order effects into the expression. 
We assume that y= VDS/VDD — 1 for the NMOS device since it is operating in 
saturation regime. Vet (TR) is the output voltage at time t=TR. We assume that 
PMOS device is very, weak when compared to NMOS device due to rising transition 
at the input node. The output transition time can be further divided into two 
regions: 	 = 

• When the NMOS device is in saturation, At,. 
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• When NMOS device operates in linear region, At2. 

We need to find out the expressions for At, and At2  to derive the complete delay 
expression. 

We first assume that V t (TR) > VDD — VTH, where V t(TR) is the output node 
voltage at time t=TR. In other words, we assume that the device is in saturation 
from t=0 to t=TR. From time t=TR  to TR  + At,, the device is in saturation. The 
output node is discharged from VDD to VDD/2 from time t=0 to t=TR + At, + At2. 
We now derive the values of At, and At 2. 

At 1= output discharge from t = TR to t = TR + At, 	
(2.7) 

ION 
_  (C1 + CP )(VDD - VTH) - ( Cl + C)V.t(TR) (2.8) ION   

Ot1 = (C1  + CP) (VTH) — STTR 	 (2.9) -  
ION 

Here, Cp  is the parasitic capacitance of the inverter seen at its output node and 
ION is the NMOS device ON current. We observe in Equation 2.9 coefficient of 
C1 is inversely proportional to W. Since Cp , ST and ION are proportional to Wn , 

the remaining terms are independent of W 1 . We now consider the discharge from 
VDD—VTH to VDD/2 in Ate. In this region the NMOS device operates in linear region 
and the output node can be assumed as an RC network. Hence, At2 a (Cl + CP ). 

Therefore, total delay is equal to 

Delay = 2R  + At + At2 	 (2.10) 

Delay = K1CI+K2TR +K3 	 (2.11) 

where K1 , K2  and K3  are constants which are extracted by fitting the model in 
the HSPICE simulation data. Further we make the following observations: 

• Observation 1: Kl  and K3  are linear functions of 1/W,z. 
1Please note that Wp=2W, in inverter standard cells. Therefore, any change in W,t  results in 

a proportional change in Wp 
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• Observation 2: K2  is independent of W. 

We validate these observations in Section 2.3 and use them in optimizing the 
delay LUT, as we have explained in Chapter 1. Here, we have made the assumption 
that the NMOS device is in saturation from 0 to TR. This assumption imposes 
constraints on the region of validity of the model. We determine the region of 
validity of the model in the next section. 

2.3 Region of validity of linear delay model 

In this section, we determine the region of validity of our delay model. For this, 
we find the range of values of TR and Cl in which the device operates in saturation 
regime. From Equation 2.5, we observe that, 

/ 	 STTR 
Vout(TR) = VDD CI + CP >. VDD — VTH 

AQ(TR) = STTR C  (Ct + CP)VTH 

(2.12) 

(2.13) 

For a given value of C1, linear delay model of Equation 2.11 is valid for all the 
values of TR  which satisfy -Equation 2.13. We denote the maximum value of TR  
which satisfies Equation 2.13 as trb. From Equation 2.13, trb is a linear function of 
Ci . 

trb = CIVTH  + CPVTH 	 (2.14) 
ST 	ST 

We extract the slope and intercept of this linear function by fitting in SPICE 
simulation data. ' We observe from Equation 2.14 that 

• Observation 3: The slope of trb versus C1 plot is proportional to 1/Wn. 

• Observation 4: The intercept is a constant with W. 

This is because ST a Wn  and Cp  a W. Using Equation 2.13 and a similar analysis 
one can derive the corresponding maximum value of C1 which Equation 2.13 holds. 
We denote this value of Cl as Cib.  In the next section, we discuss the verification of 
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linear delay model of Equation 2.11 and the region of validity expression given by 
Equation 2.13. 

2.4 Verification of linear delay model 

In this section we validate the results of Sections 2.2 and 2.3 using HSPICE 
simulations. We also extract coefficients of Equation 2.11 using the simulation data. 
We justify all the assumptions that we make in this chapter. We use 45nm PTM 
CMOS technology model files2  in these simulations. We simulate inverters Wp  and 
WW,, adjusted such that the rise and fall transition times are equal. 

Fig. 2.2(a) is a plot of simulated delay versus t,.in  for several values of C1. We 
use the symbol t727z  for 20% to 80% transition at input of logic gate. We show 
that Equation 4.1 fits well on data with an upper bound on trim, we also verify the 
validity of observations made Sections 2.2 and 2.3. In Fig. 2.3(a)- 2.3(b), our SPICE 
simulations confirm Observation 1 and Observation 2. Now we discuss this upper 
bound on trim i.e trb. The variation of trb(Ci) with Ca is linear, as can be seen from 
the Figure 2.3(c). 

SO 	100 	150 	200 

(a) 

120 

100- I 
	i +x 

40 	j X" 
I 100ps + 

20 - 
.X 	t"n R63ps X 

Delay Mode---  
0 
0 2 4 6 B 10 12 14 

COD 
(b) 

Figure 2.2: (a) Delay variation with input signal transition time, (b) Delay variation 
with load capacitance. In both figures Points are, simulated data and dotted lines 
are fitting of Delay Model. 

We show in Fig. 2.3 that the slope (St,.b) and intercept (Ct b) of this linear 
variation of delay with tr2m  are independent and proportional to 1/Wm, confirm with 
Equation 2.14 and Observations 3 and 4. 

2Obtained from http://www.eas.asu.edu/—ptm/ 
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Figure 2.3: (a) K2 in Equation 2.1-1 with variation of W,, (b) K1C1 + K3 in 
Equation 2.11 with W,, (c) trb variation with load capacitance for various inverter 
sizes, (d) St,.b variation with W,,, 

Throughout this work we assume a linear (ramp) increase in input voltage from 
0 to VDD. We observe in Fig. 2.4 that delay with a ramp input and a more realistic 
input are linearly related. Therefore our delay model is valid for a realistic input 
signal. 

65 
60 	 r' 
55 
50. 
45 	~-+. 
40 	'4 35 { +: 

30 
18 20 22 24 26 28 30 32 34 - 

dr(Ps) 

Figure 2.4: Delay with realistic input versus delay with ramp input 

Say, for an inverter with a given size we know for load capacitances C11 and C12 

the simulated values of delay for two values of t,.i,z each. Say that we also know 
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trb(Cl l ) and trb(c12) from simulations. From these values we can deduce K1, K2 , K3  
and t,.b(cl) for any values of C1 for the inverter using observations of Section 2.3. 

The output signal of the logic gate acts as input signal for the logic gate that 
follows. Hence we need to find the relation between output signal transition time 
(Try) of the logic gate (Trout ) and the values of tr27z  and C1. In the next chapter we 
discuss these relations and verify them using HSPICE. 



Chapter 3 

Model for Output Signal 
Transition Time (Trout) 

3.1 Overview 

In the previous chapter we discussed our model for delay and its region of validity. 
We have also obtained the values of the model coefficients using simulation data. 
We use our delay model to optimize standard cell characterization in its region 
of validity. For this, we also need a simple and accurate model of gate's output 
transition time (T 1 ) in the region of validity of our delay model. This is again a 
semi-empirical model which is physics based and the model coefficients are obtained 
by fitting the model on the simulated data. In this work we use HSPICE simulations 
of 45nm PTM CMOS technology. In the next section, we will explain our approach 
in deriving the T,, t model. 

3.2 Trout Model 
The input transition time of a logic gate in a data-path is the output transition time 
of its driver stage. Therefore, an LUT of output transition time Trot of logic gates 
expressed"as a function of tr2fl and Cl is also required in standard cell characterization 
data for STA. In this subsection, we express T,,,.t of an inverter as a simple function 
of trim and Cl for t,.i~ < t,.b(C1 ). In this work, we denote output's 80%-20% transition 
by-T,.out. 

There are two cases for output transition: First, where the entire 80-20% output 
transition occurs after t = TR and second, where a part of the output transition 
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occurs for time t < TR. We analyze the two cases as follows: 

Case 1: V~t(TR ) > 0.8VDD: The 80-20% output transition occurs after the 
inverter's input voltage V7, has 'reached VDD. This can be clearly seen in Fig. 3.1.. 
Therefore, the load (Cl + Cp ) is discharged from a voltage O.8VDD to VDD — VTH 

vout 	 Vin 

VDD 

0.8V 

O.2VE 

0 TR 
Trout 

Figure 3.1: The output. transition of an inverter in Case 1(Not drawn to scale) 

through the NMOS drive current ION• From VDD — VTH to 0.2VDD, the device 
operates in linear regime. Therefore, 	varies linearly with C1. All the parameters 
CC , ION and the transistor's equivalent resistance in linear regime are proportional 
to W. Therefore, We make the. following observations: - 

• Observation 5: The slope of variation of Trot with Cl is proportional to 1/W,,,. 

• Observation 6: Intercept is independent of 1/W,z. 

We validate these observations 5 and 6 using SPICE simulation data in Figures 
3.3(a)- 3.3(b). 

We denote the value of TR for which VOUt (TR)=0.8VDD by Trb. From Equation 
of V,,t(TR ) we observe that 

0.8VDD = V—t(Tb) 	 (3.1) 

VDD —_ STTb/(Cj + Cp ) 	 (3.2) 

Therefore, TTb varies linearly with C1. We also observe that the slope of variation 
of Trb varies linearly and intercept stays constant with W. We verify the linear 
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variation in Figure 3.4. 
Case 2: V t(TR) < 0.8VDD: This happens for values of TR > Trb , as can be observed 
from the discussion on Case 1. Figure 3.2 gives more insight in to the Case 2. From 

V 
0.8V 

ON 

Q + 	' X 
'O.BVDD 

Trout 

Figure 3.2: Inverter output transition for estimating Trt  in Case 2 (Not drawn to 
scale) 

the figure 3.2 we can write 

	

T,.t = TR  — tO.sVDD  + t l 	 (3.3) 

We need to find the expressions for tO.8VDD  and tl for the T,.,,,t  model to be complete. 
tl is the time during which the output transition happens from VVt(TR) to VDD -
VTH. For a given value of VV t(TR), tl is proportional to C1, as we explained in 
Case 1. Assuming that the output transition from Vomit  (TR ) to 0.2VDD  is linear with 
time, 

	

t l  = a (C) V.t (TR) — O.2VDD 	 (3.4) 
0.8VDD — 0.2VDD 

a 
(C)  

VDD  - S  - O.2VDD 	(3.5)C 
0.6VDD  

(3.6) 

where a is inversely proportional to the device width (Wa ). From time t=0 to 
t=tO.8VDD, the output voltage change across the load capacitor is 0.2VDD. Charge 
lost within this interval is 0.2VDDC. 
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to. 8V DD 
0.2VDDC = f 	Ia8dt 	 (3.7) 

0 
 

=  C— f
tO.8VDD 

 VGS—VTHdt 	 (3.8) 
 

W ftO.BVDD 
VDD0.2VDDC = µ Cow L 
	

7,R t dt 	 (3.9) 
 

Wn VDD 2 0.2VDDC = µ Cox- -- 2TR to.8VDD 	 (3.10) 

=  
=I-4CLTR  

(3.11) t
o 

•SVDD µ C..W,~ 

We assume velocity saturation in this expression and also VGS >> VTH• Making 
use of Equation 3.11 and Equation 3.5 in Eqn. 3.3, we obtain the final expression 
for T our given by 

Trout = aTR+b TR+c 	 (3.12) 

From Eqn. 3.12 the following observations can be seen, 

1. The model coefficient `a' is independent of load capacitance and width of 
NMOS device (W,z). 

2. The model coefficient `b' is directly proportional to . Cl and inversely related 
Wn 

3. The model coefficient `c' is directly proportional to load capacitance and 
inversely proportional to width of NMOS device. 

The coefficient values can be obtained fitting the model Eqn. 3.12 on the simulated 
data. After obtained the coefficients the observations enumerated above can be 
checked. In the next section we discuss the validity of the the Trout model on the 
simulated data obtained from HSPICE. 

3.3 Verification of Trout model using HSPICE 

Initially we verify the model presented in Case 1, In Case 1 we observed that Trout 

before t,.b is a linear function of load capacitance and inversely related to the width 
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Figure 3.3: (a) Variation of Trt with C1 before T b' for different NMOS widths, (b) 
Variation of slope of Trot. 

of NMOS device. This is verified in Fig. 3.3. 

For a given load capacitance, as trig is increased the output voltage V"'t(TR) 
drops, Case 1 does not hold when trim becomes equal to trb. Confirming our 
derivation of trb model, it varies linearly with the load capacitance and inversely with 
the NMOS device width. This is verified in Fig. 3.4. We now verify our derivation of 

160 
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y 100 
0. 
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i-60 
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20 
0 
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(a) 

Figure 3.4: (a)Variation of Trb with Load Capacitance(Cl), (b)Variation of Tr.t 
with trig for trim < trb• 

Trt model in Case 2. In Fig. 3.5 and Fig. 3.6 the variation of model coefficients with 
respect to the load capacitance and NMOS device width W7z, respectively confirm 
with our predictions. 

In Chapter 2 we have derived a linear delay model and validated it, where as in 
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Figure 3.5: Variation of T,. t  with load capacitance (C1). 

this Chapter we have derived a simple model for output signal transition time in 
(Cl, TR) range in which our delay model is valid. The coefficients of the model are 
verified using HSPICE simulated data. In the next chapter we show a similar model 
holds for other logic gates such as NAND and NOR. 
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Figure 3.6: Variation of T, t  coefficients with device width (W,z). 



Chapter 4 

Extension of the Models to 
Complex Gates 

4.1 Overview 

In Chapters 2 and 3, we have derived and validated semi-empirical models for 
CMOS inverter delay and output signal transition time. Till this point we have 
only considered inverters of various sizes for analysis. However, in this chapter we 
would like to show that the similar models are valid for gates such as NAND and 
NOR. 

4.2 Linear Delay Model for NAND gate 

We first design a NAND gate with sizing of transistors such that its rise/fall transi-
tions are matching each other. In line with [logical effort], we call an inverter with 
equal rise/fall delays as being its equivalent. The output rise and fall transitions 
due to switching of each input is similar to an inverter. Therefore, we propose that 
a delay model, similar to our inverter DM in its form, would be valid for NAND 
gate too. Then we compare results of all model coefficients of an equal inverter with 
that of the NAND gate. The CMOS NAND gate schematic is shown in Fig. 4.1. 
The linear delay model which was derived in Chapter 2 is given by 

Delay = K1C1 + K2TR + K3  ' 	 (4.1) 
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Figure 4.1: A CMOS NAND gate circuit diagram. 

We obtain coefficients K1, K2 and K3 for NAND gates using HSPICE simulation 
data. This is shown in Fig 4.2. 
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Figure 4.2: (a) Input's B=VDD and A=O to VDD, (b) Input's A=VDD and B=0 to 
VDD 

At a given load capacitance, the coefficient K2 will act as slope of equation and 
K1C1 + K3 will be its intercept. In Fig 4.3 we compare the slope and intercept of 
an inverter with that of NAND for various sizes. As the ratio of slope of NAND to 
that of an inverter is constant, showing that we can obtain the slope of NAND from 
an inverter. - 

Na,d OS. nibmwl A .suek 

The delay model is valid only in a particular range of (TR, C1) space. We have 
already discussed that for a given load the delay model is valid with an upper bound 
of TT denoted by.trb which we call breakpoint. The form of of tr6 is given below 
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(b) Comparison of intercept in delay model of NAND to Inverter. 

t,b — 
VTHC1 CPVTH 	 (4.2) 
ST  ST 

We -observe that in Equation 4.2, t,b varies linearly with the load capacitance. In 
Fig. 4.4 we show the variation of breakpoint with load capacitance for the NAND 
gates of several sizes. 
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Figure 4.4: Variation of trb with load capacitance for several device widths. 

The slope in Equation 4.2 is obtained for both NAND gates and their equivalent 
inverters. Fig 4.5(a) shows the comparison of slope values for several device widths. 
At this point we have compared all the coefficients in delay model of an inverter to 
that of a NAND gate. In the next section observe that the TTa,,,t model derived for 
inverter is valid for NAND gate too. 
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Figure 4.5: Slope of t,.b with respect to that of an inverter. 

4.3 Trout  for NAND gate 

In Chapter 3, we have derived a semi-empirical model for T,.t . The model equation 
is .given by 

Trcy t = aTR  + b TR  + C 	 (4.3) 

As there are two input variables in NAND we denote these inputs by A and B. Here 
we have two cases 
Case 1: A is changing from 0 to VDD and B is kept constant at VDD. 
Case 2: B is changing from 0 to VDD and A is kept constant at VDD. 
In both these cases we obtain the model coefficients a, b, c in the Tr.t  model. We 
observe that our prediction regarding model coefficients' variation with the load 
capacitance and the width of the device hold for NAND gate too. We then obtain 
model coefficients of Equation 4.3 using simulated data. The variation of these 
model coefficients with Ci is shown in Fig. 4.6. 

In Fig. 4.7 we show that all our Observations in Case 1 regarding the variation 
model coefficients with the device width are valid for NAND gates too. 

In Fig. 4.8 and Fig. 4.9, we show that the corresponding. variations of the 
model coefficients with the load capacitance and the device width confirm with 
our Observations for Case 2 as predicted. Thus the observations are verified for 
Case 2 described in this section. 
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Figure 4.6: Variation of model coefficients with the load capacitance for NAND gate 
with input `A' variable 

4.4 Analysis for Multistage cells (Buffer) 

In the previous section we have shown that our delay model is valid for NAND 
gates. In this section we extend our delay model to multistage standard cells such 
as buffers. 

We consider a two stage buffer, input signal is applied to the first stage and 
the load capacitance is at the output of second stage. The load capacitance of the 
1st stage of the buffer is the input gate capacitance of 2nd stage, which is almost 
constant (if we assume that the load capacitance of the 2nd stage has little impact). 
If this load is smaller than a certain value, trb(CI) of 1st stage denoted by trbl is a 
constant as described in Chapter 1. Therefore for TR < trb(Cl), delay of 1st stage, 
denoted by Delayl is a linear function of TR. Now we are interested in Trout of 1st 

stage which acts as TR for 2 stage. We use our result from Chapter 1. 

V.t (TR) = VDD — S TT R 	 (4.4) 

For typical buffer 2nd stage loads Case 1 of Tro,,,t model is valid. In this case Trot is 
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a linear function of C1. As Cl is fixed, Trt  of 1st. stage must be constant. 
For 2nd  stage, its input TR is fixed and hence for Cl > Cib, delay of 2nd stage 

denoted by Delay2 is a linear function of C1. 
The total delay of the buffer for TR < trbl and C1 > Ccb is linear function of TR 

and C1 . 

TotalDelay = Delayl + Delay2 	 (4.5) 

= aTR +cl+bCI+c2 	 (4.6) 

= aTR + bCj + c 	 (4.7) 

All the observations are verified using HSPICE simulation data as shown in 
Fig. 4.10. 

Finally all the models that are developed in Chapter 2 and 3 and all the 
observations that are made in the previous chapters for the inverter are validfor 
the NAND gate and Buffer too. In the next chapter, we see the reduction in the 
characterization effort during the Look Up Table (LUT) generation by making use 
of the semi-empirical models in the Chapters 2-4. 
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Chapter 5 

Impact of technology scaling on 
the delay model 

5.1 Overview 

For a delay model to be useful in STA, it should maintain its accuracy with technol-
ogy scaling. In this chapter we show using HSPICE simulations that our novel delay 
model is valid with technology scaling. We perform our analysis at 32nm technology 
node. 

5.2 Delay Model Verification at 32nm Technology 
node 

'In this section, we verify the validity of our delay model and our observations 
regarding its coefficients using HSPICE simulations at 32nm technology node2. Our 
linear delay is given by 

Delay = K1C1+K2TR+K3 	 (5.1) 

We extract the model coefficients using 32nm inverter HSPICE simulations. In 
Fig. 5.1(a) we plot the delay variation with the input signal transition time at a 
given load capacitance (C1). We observe here that the delay model perfectly fits• 
up to a value of TR=trb. In Fig. 5.1(b) we plot the delay variation with the load 

'This work was done jointly with Baljit Kaur, Ph.D. student in EC Dept. of IIT Roorkee 
2 Device models are obtained from http://www.eas.asu.edu/—ptm/ 
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capacitance at a given input signal transition time. We observe here that the delay 
model perfectly fits after a value of Cl=Clb. 
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Figure 5.1: (a) Delay variation with trim , (b) Delay 'variation with C1. Points are 
simulated data and lines are fitting of our delay model. 

For a given load capacitance, the variation of delay with trim has a slope of K2. 
It was observed- that KK is independent of inverter size represented by W,~. ' Fig 5.2 
verifies this statement at 32nm technology node. 

- A- 
a. 

Figure 5.2: Variation of coefficient K2 in our delay model with device width. 

The equation for trb is derived in Chapter 2 is given by 

CSTH + C NTH 
trb_ 	 (5.2) -  

T 

In Fig. 5.3 we show that trb is varying linearly with the load , capacitance, and 
the slope of the equation denoted by Strb is inversely, related to the device width 
(Wa). We. now verify whether the model for Trot developed at 45nm technology 
is independent of technology node. In the next section we look at the variation of 
coefficients of the Trot model. 
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Figure 5.3: Variation of slope of t,.b with device width. 

5.3 Trout  model independent of technology node 

In chapter 3, we have identified two cases for Tr t  modeling at 45nm technology 
node. The model for Trout  for the two cases at 32nm node are: 
Casel: Here the entire transition of the output response of an inverter happens 
after t = TR. We are interested'on 80% to 20% transition time. During this regime 
NMOS operates in linear regime and the transition time is given by 

Trout = a(C1 + CC ) 	 ( 5.3) 

Trout  varies linearly with load capacitance and inversely with the device width W. 
Case2: In this case part of the output transition happens prior to input reaching 
TR. The model for Trout  as already developed in Chapter 3 is given by 

Trout = aTR + b TR + c 	 (5.4) 

The relationship of model coefficients a, b and c with the Cl and W,z  are: 

• a is independent upon the device width (Wn ) 

• a is independent upon the load capacitance 

• b is proportional to Cl 

• b is inversely proportional to Wn 

• c is directly proportional to Cl 

• c is inversely proportional to W71, 

All the above observations are verified in Figures 5.4 and 5.5. This indicates that 
the Trout  model is independent of technology node. 
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Chapter 6 

Results and Conclusion 

6.1 Overview 

In previous chapters, we derived and validated simple models for the delay and 
output signal transition time of a logic gate. As the aim of the work is to reduce 
the characterization effort of LUT, we make use of the models in optimizing the 
process of generation of LUT for library characterization. Sample library consists 
of important logic gates such as an inverter, NAND, buffers of various sizes. In this 
chapter we look at the saving in simulation time using our method to generate the 
LUTs. Finally, we compare the delay values obtained from traditional LUTs, our 
LUTs and HSPICE for cascaded chain of logic gates. 

6.2 LUT using delay model 

We have explained in Chapter 1 the Look Up Table (LUT) approach for delay 
estimation in STA. For example consider a LUT of 9x9 matrix. The number of 
points in this LUT is 81. These points are obtained by using SPICE. Currently, 
industry obtains delays of all the points making use.of SPICE and we call this LUT 
as traditional LUT. In optimized LUT or LUT using delay model, we make use of 
the simple models derived in chapter 2-4. However, for the points where the delay 
model is not valid we use HSPICE simulations. In the next section we enumerate 
the savings in the number of points of LUT obtained using simulations. 
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6.3 Reduction in number of simulations 

In this section we use models derived in Chapters 2 and 3 during LUT characteriza-
tion. Hence, the number of SPICE simulations required to characterize a standard 
cell library decreases. In our sample library we have built the LUTs for inverters, 
NAND gates and Buffers with 1F02, F03 and F04. We perform our experiments 
for LUTs with sizes 6x6, 7x7, 8x8 and 9x9. In Tables 6.1-6.4 we show savings in the 
LUT points requiring the simuation. 

Size 6x6 7x7 8x8 9x9 
Reference 26 35 44 58 
2 24 32 43 55 
3 23 31 40 52 
4 22 39 39 48 
5 22 30 39 48 
12 22 29 37 46 
16 21 •29 37 44 
24 21 27 34 43 
48 19 25 33 41 
64 19 25 . 33 41 
128 18 25 33: • 39' 
256 15 20 28' 38 

Table 6.1: Number of savings in HSPICE simulation while characterizing inverter 
library using our DM. 

NAND 
Size 

6x6 7x7 8x8 9x9 

1 25 28 40 54 
2 24 28 40 45 
3 .24 28 40 45 
4 24 28 40 45 

Table 6.2: Simulation savings in NAND gate with input `A' variable. 

'Where FO denotes fanout 



Results and Conclusion 

NAND 
Size 

6x6 7x7 8x8 9x9 

1 26 35 45 57 
2 12 16 21 28 
3 14 19 23 28 
4 15 21 28 35 

Table 6.3: Simulation savings in NAND gate with input `B' variable. 

Second 
stage 

6x6 7x7 8x8 9x9 

Twice 12 21 24 27 
Thrice 12 21 24 36 
Four. 12 21 24 36 

Table 6.4: Simulation savings in buffers. 

6.4 Accuracy of LUT generated using the model 

In this section we consider inverter of several sizes, load capacitance and input signal 
transition times. Using the model and model coefficients derived in previous chapters 
we obtain the delay of logic gate. Then, we also obtain delays using HSPICE. Fig 6.1 
shows the comparison of both the delays. 

In Fig. 6.1, we have a straight line passing through the origin indicating that the 
model delay is very close to the HSPICE delay. In the next section we compare the 
delay calculation from optimized LUT and Traditional LUT for a cascaded chain of 
inverters. 

6.5 Delay comparison for a cascaded chain of in-
verters 

In this section we compare delays optained using the optimized LUT and traditional 
LUT. For this, we use simulations of a cascaded chain of inveretrs. The inverter size 
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Figure 6.1: Comparison of delay for inverters of various size, load and trim. 

in the chain is chosen randomly. The load, input signal transition time and inverter 
are also chosen randomly. Output transition Tr ,-,t of each stage is also obtained 
from the Trout LUTs. Table 6.5 shows the comparison of the delay obtained using 
optimized LUTs, Traditional LUTs and HSPICE. 

6.6 Conclusion. and Future work 

We show that if an upper bound on input transition time tr2m is followed, a simple 
delay model is valid for inverters, NAND and NOR gates which relates delay linearly 
to tri p and load capacitance C1. We also derive the relation of the delay model 
coefficients with inverter size W. (assuming that the ratio of its NMOS and PMOS 
devices remains constant)and simple relations which express t,.b as a function of 
C1 and W. We derive similar relations which relate output. transition time T,,o.,,t 
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No. 	of 
stages 

Delay 
optimized 
LUT 

Delay 
traditional 
LUT 

Delay 
HSPICE 

3 67.89ps 68.01ps 71.44ps 
4 116.62ps 115.4099ps 122.7ps 
5 83.67ps 85.4ps 91.34ps 
11 261.64ps 255.69ps 277.3ps 

Table 6.5: Delay optimized LUT, Delay traditional and Delay HSPICE for 3,4, 5 
and 11 stage inverter. 

to trip, Cl  and W. We also extend this work to multi stage standard cells such 
as buffers. To derive these relations we did not use device currents/capacitances 
models. We use the topology of the gate and the charging/discharging phenomenon 
of the load stage. Therefore, these relations are general in nature and would not 
change with technology scaling. Using these relations, we show that standard cell 
library characterization can be done with a significantly lesser number of simulations 
(60% reduction) while maintaining accuracy. This is useful since numerous cycles 
of standard cell characterization would be needed at several_ Process, Voltage and 
Temperature (PVT) corners in deep. sub-micron technologies. Another potential 
appli cation of this work is in increasing the accuracy of standard cell characterization 
data in the form of LUT. This is because the LUT points in the region of validity of 
the linear delay models do not need-  simulations. Therefore, to increase accuracy of 
the LUT, simulations can be performed to obtain delay for additional points where 
delay is a highly non-linear function of (trim , Ci ). As a.future work, we will extend 
the relations we obtained for the inverter to sequential circuit elements. 
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