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ABSTRACT 

The evolution of Digital Signal Processing (DSP) has revolutionized- the field of 

communications and signal processing which allows high speed processing of input data. 

However, it is required to convert these processed digital data into analog domain for 

real world applications. Digital to Analog Converters (DACs), which are a mixture of 

analog and digital circuits are employed to perform this task of digital to analog 

conversion. In-order to fully utilize the advantages provided by DSP, it is very much 

required to implement these DACs completely using digital circuits, which is possible 

only by using Delta-Sigma Converters. 

This thesis presents the design of an area optimized, oversampled, 16-bit Delta-Sigma 

Digital to Analog Converter (DAC) for portable audio applications. A new style of 

architecture without multipliers is presented to save hardware and improve system 

throughput. CIC interpolator and Error Feedback modulator structures have been 

employed to optimize and achieve low area, thus leading to low power consumption. 

Most of the implementation is done using digital blocks which greatly reduce the effect 

of process variations in ultra deep sub-micron technology. 

With recent improvements in the density of Field Programmable Gate Array (FPGA) 

devices, it is becoming possible to integrate systems with an increasingly higher level of 

functionality. The entire Delta-Sigma DAC is initially modeled and simulated in 

MATLAB. The Designed DAC is implemented on Spartan 3E (xc3s500e-4fg320) FPGA 

kit employing the latest Xilinx System Generator model based design methodology. The 

results obtained were satisfactory and showed reduction in area in terms of the number of 

slices used on FPGA. 
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Chapter 1 

INTRODUCTION 

1.1. Introduction 

In modern electronic circuits, a lot of signal processing takes place in the digital domain. 

Digital circuits are preferable in many applications due to their robustness and accuracy. 

Less effort is required to implement digital systems which are generally not susceptible 

to the drift or tuning problems commonly found in analog circuitry. People interact with 

machines only by means of analog signals. Also, most of the signals in the physical 

world are fundamentally analog in nature (heat, light, light waves, etc.). Consequently, 

Analog-to-Digital (A/D) and Digital-to-Analog (D/A) Converters are inevitable as 

interfaces between the digital worlds of integrated systems and the analog world of 

speakers, video screens, keyboards, etc. Most modern audio signals are stored in digital 

form (for example CDs and MP3) and in order to be heard through speakers they must be 

converted into an analog form. Digital to Analog Converters (DACs) thus find a place in 

every CD player, digital music player and PC sound card available in the market. 

A complete digital audio chain can be described by the block diagram shown in Fig. 1.1, 

The operation flow can be explained as follows. An instrument like guitar emits sound 

which is then captured by a microphone and converted into an electric signal. This signal 

is then amplified and filtered by Audio Front End (AFE) equipment. It is then converted 

to digital data by an Analog to Digital Converter (ADC) and stored onto a Compact Disc 

(CD) or other digital audio medium. During playback, the medium is read and output 

data is transformed back to an analog signal by a DAC, then amplified and filtered by 

Audio Back End (ABE) equipment and finally converted to real world audio sound by 

the loudspeaker. 

Such digital audio systems as the one shown in Fig. 1.1, place high performance demands 

on Digital to Analog Converters (DACs) because of wide dynamic range requirements 

[2,3]. A resolution of 16-bits is required for CD quality sound. CD audio is a high quality 

audio standard that supports 16-bit linear Pulse Code Modulation (PCM) with sampling 

rates as high as 44.1 KHz [4]. 
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Figure 1: Digital Audio Recording and Playback Chain [1] 

In most cases, the linearity and accuracy of Nyquist-rate converters is determined by the 

matching accuracy of the analog components (resistors, current sources or capacitors) 

used in the implementation. For example, in an N-bit resistor-string DAC, the resistors 

must have a relative matching error of less than 2-N to guarantee an Integral Non-

Linearity (1NL) less than 0.5 Least Significant Bit (LSB). For16 bits of accuracy using 

1.2 V reference voltage, the voltage corresponding to the permissible one-half least-

significant-bit (LSB) error is then 2-17 X 1.2 V, or about 9.15µV. This is a very small 

value; it is the voltage generated by about a dozen electrons stored in a 0. 1pF capacitor. 

It is also comparable to the thermal noise present at the input of a typical MOS op-amp. 

Thus, practical conditions restrict the matching accuracy to about 0.02%, resulting in 

maximum Effective Number of Bits (ENOB) to be about 12, for such converters [5-7]. In 

such a situation, Delta-Sigma DAC's structure is often preferred because of their 

advantages such as high resolution, insensitivity to circuit non-idealities and low cost. 

Delta-Sigma DAC is primarily based on the two principles, namely, Oversampling and 

Noise Shaping. The expanded operating bandwidth afforded by oversampling allows the 

shaping of quantization noise such that most of quantization noise power falls outside the 

signal band while the input signal is unaltered. The result is a converter with high Signal 

to Noise Ratio (SNR) within the frequencies of interest. A key point with Delta-Sigma 



DAC is that its implementation is predominantly digital, its architecture transfers the 

complexity from analog to the digital domain, reduces the stringent requirements on 

analog circuitry found in conventional Nyquist-rate DACs. In Previous works [7-16], 

different kinds of Delta-Sigma DACs have been presented of which most of them were 

implemented as Application Specific Integrated Circuits (ASICs). In this thesis, a 16-Bit 

Delta-Sigma DAC has been designed for portable audio applications where special 

attention is paid to area optimization thereby also reducing the power requirements. 

1.2. Thesis Contribution 

Area and power are critical considerations for portable systems. There is thus every need 

of developing a DAC which consumes less area and power which can be implemented 

with low complexity. 

The thesis contributes a new architecture for 16-bit Delta-Sigma DAC for audio 

applications without using multipliers. Two facts have been used here to decrease the 

design complexity. Firstly, human ear works as a crude Low Pass Filter (LPF) and can't 

hear above 20 KHz. Secondly, the noise shaper itself works as a LPF for signal and as 

High Pass Filter (HPF) for the noise. 

These points allowed the use of only CIC filters at the input end for interpolation. For 

noise shaper, a 'single-bit second order digital noise-shaper looped with error feedback' 

has been chosen. In order to cope with the present day competition scenario, and low 

time to market requirements, the implementation of the designed DAC was done on a 

Field Programmable Gate Array (FPGA) employing the latest Xilinx System Generator 

model based design methodology. 

1.3. Thesis Organization 
The six chapters of this thesis have been organized in the following structure: 

Chapter 2 briefly reviews the fundamentals of Delta-Sigma Audio DACs. Nyquist 

sampling and oversampling are compared. The technique of Noise shaping is described 

in detail. Finally, an overview of the designed audio DAC structure is presented which 

gives an idea of the complete system. 

In Chapter 3, Principle of Interpolation Operation is discussed. Implementation of 

Interpolation is presented. Basic CIC Interpolation Filter and Pipelined Structure is 
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Presented The simulation results performed in MATLAB of the designed Interpolation 

are also provided. 

Chapter 4 discusses the different architectures for the implementation of the modulator 

are discussed. Design oh the Second Order 1- bit Delta-Sigma Modulator using Error 

Feedback architecture is presented and also MATLB simulation results of the designed 

modulator are 

In chapter 5, FPGA architecture and its design flow using System Generation tool are 

discussed and the FPGA implementation results of the designed DAC are presented. 

Chapter 6 concludes this thesis. 
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Chapter 2 

A REVIEW ON DELTA-SIGMA DATA CONVERTERS 

Digital-to-Analog converters are one of the major blocks of systems which require 

interfacing of digital components to the real-world analog signals. Digital-to-Analog 

converters transform digital binary representation (input word) into a corresponding 

analog representation. This is illustrated by the black box view of the DAC as shown 

below in Fig.2.1. 

The Digital Signal Processing (DSP) block produces a sequence of bits representing a 

digital signal which is converted to analog levels by means of a Discrete-Time-to-

Continuous-Time (DTCT) converter. The resulting analog representation of the signal is 

then low pass filtered in a reconstruction filter to remove the out-of-band noise 

components. The next subsection discusses different available topologies of DTCT 

Converters. 

000000 
000110 
001100 
011110 

013750 

Figure 2.1: Block Diagram of a Digital to Analog Converter. 

2.1 Different Topologies of DTCT Conversion 

The core element of the Digital to Analog Converter shown in Fig.2.1 is the Discrete-

Time-to-Continuous-Time (DTCT) converter, which takes input as digital values, which 

are sampled at discrete instants of time, then, converted into analog levels that are 

continuous in time. These analog levels can be generated using voltage, charge, or 

current, resulting in three different topologies for DTCT conversion: voltage division, 

charge redistribution, and current steering. In the following sub-sections, we discuss 

these topologies in detail. 
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2.1.1. Voltage Division 

A given reference voltage Vref  can be divided into N equal segments using a ladder 

composed of N identical resistors, where N is typically a power of 2. Fig.2.2(a) shows a 

2-bit example of such a converter. An m-bit DTCT converter would require a ladder with 

2m resistors, manifesting the exponential growth of the number of resistors as the 

function of resolution [17]. The analog output corresponding to the digital input is 

generated by connecting one of the voltage levels created by the ladder to the output 

through a simple switch network. 

IT 	 L 

2/3Vr  

1/3Vr  

OVr  

Figure 2.2: DTCT Voltage Division Topology 

A disadvantage of voltage division is the need for linear resistors, which are not available 

in many standard CMOS process technologies and requirement of large die area when 

implementing a large number of output levels. Moreover, a resistive ladder dissipates 

considerable amounts of static power. 

2.1.2 Charge Redistribution 

Another DTCT conversion technique is charge redistribution using an array of identical 

capacitors that share the same top plate, as illustrated in Fig.2.3. The bottom plates of the 

capacitors are switched between ground and a reference voltage, Vref, according to the 

input thermometer code. In other words, each capacitor can inject a charge equal to CVref 

into the output node, thereby producing an output voltage proportional to the height of 

the input thermometer code [17]. 



Vref 

II 
Figure 2.3: DTCT Charge Redistribution Topology 

A disadvantage of charge redistribution is the need for linear capacitors, which can 

consume considerable area when generating a large number of output levels. 

2.1.3. Current Steering 

In a current-steering DTCT converter, an array of identical current sources are used to 

generate analog output levels on a resistive load, as shown in Fig.2.4 for a 2-bit example. 

The analog output voltage is a function of the number of current cells that are switched 

on according to the digital input code [17]. 

Vref 

bl  

In 

Figure 2.4: DTCT Current Steering Topology 
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A disadvantage of the current-steering architecture is the amount of static power 

dissipation in the current sources. 

Therefore Nyquist Rate architectures present significant challenges when implementing 

higher resolution Digital-to-Analog Converters. 

An alternative architecture for Digital-to-Analog Conversion that is frequently used in 

digital audio applications (where the target resolution exceeds 16 bits) is the 

oversampling Delta-Sigma modulation which has been followed in this thesis. In the next 

section, the Delta-Sigma Data Conversion system is introduced. 

2.2. Delta-Sigma Digital-to-Analog Converter 

Fig.2.5 shows the basic block diagram of an oversampled Delta-Sigma DAC. The input 

to this converter is an N-bit digital signal sampled at the Nyquist rate 2fo. This signal is 

oversampled at fs  by the oversampling ratio R ( fs  = Rfo). Digital interpolator is used to 

remove spectral images of the baseband signal centred at multiples of 2fo. The resulting 

oversampled N-bit data is then reduced into K-bit (K<N) code by means of a digital 

Delta-Sigma modulator. The K-bit output of the digital modulator is converted into an 

analog signal using a DTCT converter. Finally, the analog output is low pass filtered to 

remove the out-of-band quantization noise and remaining spectral images at multiples of 

fs. 

N-bit 	 N-hit 

fN 	 fS=Rx fN 

Figure 2.5: Block Diagram of a Delta-Sigma D/A Conversion System 

Two fundamental concepts are necessary for proper understanding of the advantages 

gained by using Delta-Sigma DACs. They are: Oversampling and Noise shaping. Inorder 

to appreciate the advantages of oversampling, a brief review on Nyquist rate sampling is 

essential which is presented below. 

2.2.1. Nyquist-Rate Sampling 

According to the sampling theorem, as long as an analog signal is sampled at a frequency 

fs  that is at least twice the signal bandwidth fo, which is called Nyquist rate, the signal 

can be completely represented by and recoverable from the sampled values [5]. A DAC 

0 



x(n) 

Quantizer 

working at Nyquist rate, called Nyquist rate DAC, needs an analog reconstruction filter 

with a very small transition band because the image of the signal is just next to the signal 

itself. In addition to the stringent requirements on the smoothing filter, Nyquist-rate 

DACs can only achieve moderate accuracy because the matching problems among the 

analog components directly limit the precision of these DACs. 

The quantization error e(n) is the difference between the input and output values. It is 

calculated by modelling the quantizer as shown in Fig.2.6. Digital signal x(n) contains 

the quantization errors due to its finite N-bit resolution. The output signal, y(n) is equal 

to the closest quantized value of x(n). 

e(n) 

y(n) 	 x(n) 	 y(n) 

e(n)=y(n)-x(n) 

model 

Figure 2.6: Quantizer and its Linear Model 

If x(n) is very active, e(n) can be approximated as an independent random number 

uniformly distributed between ±Al2, where A equals the difference between two adjacent 

quantization levels. The quantization noise power can be found out to be equal to OZ/12 

which is independent of the sampling frequency, fs. Also the power spectral density of 

noise, Se(f) is assumed to be white (i.e., a constant over frequency) and all its power is 

limited within ±fs/2. Mathematically it can be written as follows [7]: 

fiz 	 fI2 	 A2 

$ SC(X) _ $ kk2df=kxfs=
12  -f,12 	-f/2 	 [2.1] 

Where kx  is equivalent to 

kx  = 	1 	 [2.2] 
12 f S  

In the following sub-section, the advantage due to oversampling is described. 
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2.2.2. Oversampling Advantage 

Oversampling is defined at the point where f, > 2fo, where fo is the input signal 
bandwidth and fs is the sampling rate. The Over Sampling Ratio (OSR) can be given as: 

OSR — fs 	 [2.3] 
2fo 

A typical oversampling system is shown in Fig.2.7 (a). After quantization, since the 

signals of interest are all below f0, y j [n] is filtered by H(f) to create the signal y[n]. This 

filter shown in Fig.2.7 (b) eliminates quantization noise (together with any other signals) 

greater than fo. 

x{n] 	
y1[n]H(t) 
	 r y[n] 

i 

-f,/2  -fo 0 -fo  -f,/2 

(b) 

Figure 2.7: (a) Oversampling System 
(b) The Brick Wall Response of the Filter to Remove Out of Band Quantization Noise 

The power spectral density, Se(f), of the quantization noise for Nyquist rate sampling 

with rate f1 and oversampling fs2 are shown in Fig.2.8. For Nyquist rate sampling with 

signal band, fo=fs~/2, all the quantization noise power, represented by the area of the tall 

shaded rectangle, occur across the signal bandwidth. In the oversampled case, the same 

noise power, represented by the area of the unshaded rectangle has been spread over a 

bandwidth equal to the sampling frequency fs2 which is much greater than the signal 

bandwidth fo. Only a relatively small fraction of the total noise power falls in the signal 

band [-fo, fo]. 
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S.(f) 

	

fs1. t 	fs2l2 

Nyquist Rate Sampling 

Oversampling 

Figure 2.8: Quantization Noise Power Spectral Density for Nyquist Rate and Oversampling 
Conversion 

If we assume the input signal to be to be a sinusoidal nature, its maximum peak value 

without clipping is at 2N(A/2). For this maximum sinusoidal wave, the signal power, Ps, 

is given by 

 2A222N(A21v 

= 8 
	 [2.4] 

The power of the input signal within y2(n) remains the same as before since the signal's 

frequency content is below fo. However, the quantization noise power is reduced to 
fo 

P = JSe(f)I11(f)I2 df 

fo 
 = f kxdf A2 2f0 = A2 1 	 [2.5] 

_ro 	12 	 12 I OSR JR 

Therefore, doubling OSR (i.e., sampling twice the rate) decreases the quantization noise 

power by one-half or, equivalently, 3 dB (or equivalently 0.5 bits). 

The maximum Signal to Noise Ratio of maximum sinusoidal power to the quantization 

noise in the signal is given by: 

SNR =10 log P =10 log ~ 3 22N 
J 
+ 10 log (OSR) 	[2.6] 

e 

The above equation can be simplified as: 
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SNR = 6.02N+1.76+10log(OSR) 	 [2.7] 

The first term of (2.7) is the SNR due to N-bit quantizer while the OSR term is the SNR 

enhancement obtained from oversampling. Here from (2.7), it clear that oversampling 

gives an SNR improvement of 3 dB/octave or, equivalently, 0.5 bits/octave. 

In contrast to Nyquist sampling, the cost for oversampling is that the digital circuits in 

the system are running at a higher speed which is practical with the development of 

VLSI technology. In today's applications, oversampling technique is widely used to 

achieve high resolution in data converters. 

2.3. Noise-Shaping Modulators 

As shown in Fig.2.8, in the oversampling case, the noise in the signal band is low. For a 

given OSR, the in-band noise can be further reduced by using delta-sigma modulation. 

The modulator is designed to perform filtering functions. In the simplest case, the input 

signal should be low-pass filtered through the modulator. The truncation noise 

introduced by the modulator should be high pass filtered. A general noise shaped delta-

sigma modulator and its linear model are shown in Fig.2.9 as given in [7]. The name of 

delta sigma comes from the fact that the difference (delta) between the input signal u(z) 

and the delayed output f ly (z) is added (sigma) together during the operation. 

u(n)-F 	 H(fl 	
x(n) 	

y(n) 
-4 

Quantizer 

Figure 2.9 (a): A General Delta-Sigma Modulator 

u(n) y(n) 

Figure 2.9 (b): Linear Model of the Modulator Showing Injecting Quantization Noise 
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From the Fig.2.9, the output of the first order Delta-Sigma modulator is given by 

H(z) 	1  
Y(z)  = 1 + H(z) U(z)  + 	 E(z)  1 + H(z) 	 [2.8] 

This can be written in the form 

	

Y(z) = STF(z)U(z) + NTF(z)E(z) 	 [2 9] 

Here, STF(z) is called Signal Transfer Function and NTF(z) is called Noise Transfer 

Function. 

In order to shape the quantization noise, H(z) is chosen in a way that its magnitude is 

large from 0 to fo (i.e over frequency band of interest). With this choice, the signal 

transfer function (STF) will be unity in the required frequency band of interest. The 

Noise Transfer Function (NTF) will be approximately zero over the same band. Thus, the 

quantization noise is reduced over the frequency band of interest and the signal is not 

affected at all. High frequency noise is not reduced by feedback as there is little loop 

gain at high frequencies. However, analog filtering can remove the out-of-band 

quantization noise with very less effect on the desired signal. 

In order to realize first order noise shaping, the noise transfer function, NTF(z) should 

have a zero at dc (i.e., z = 1) so that quantization noise is high-pass filtered. Since the 

zeros of the noise transfer function NTF(z) are equal to the poles of H(z), we obtain first 

order noise shaping by letting H(z) be a discrete time integrator (i.e., have a pole at z =1). 

The transfer function of the accumulator is given by, 

H(z) =  z  
z-1 	 [2.10] 

A block diagram for such a choice is shown in Fig.2. 10. 

u(n) ..b -F-  	1 x(n) __rj_s_r_ y(n) 

Quantizer 

Figure 2.10: First Order Noise Shaping Modulator 
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The Signal Transfer Function (STF) is given by, 

1 

STF z — Y(z)  = Z —1  =—i ( )—X(Z) 	
1 1+ 

Z-1 	 [2.11] 

We can observe that the Signal Transfer Function is simply a delay and the Noise 
Transfer Function (NTF) is given by, 

NTF(z) = E(z)  = 	1 	=1— Z-' 
1+ 

Z-1 	 [2.12] 

The Noise Transfer Function is a first order discrete time differentiator (i.e. a high pass 

filter). This function can be viewed as present sample minus previous sample. The 

magnitude spectrum of a first order Delta-Sigma Noise Transfer function (NTF) is 
shown in Fig.2.11. 

NTF (z) contains a zero at z = 1, i.e., at DC frequency on the unit circle of the Z-plane, 

therefore NTF provides the zero gain or infinite attenuation at DC frequency. From 

Fig.2.11, it is clear that there is a large attenuation at lower frequencies and relative 

amplification at higher frequencies. For comparison, the oversampled NTF, which has 

unity gain, is also shown in Figure. 2.7. The vertical bar demonstrates the extent of the 

signal band, fo, where fo = 0.05fs. Quantization noise to the left of the bar that contributes 

to the finite resolution of the modulator is greatly attenuated while noise to the right of 

the bar is not attenuated as much or is actually amplified. However, noise to the right of 

the bar can mostly be removed with analog reconstruction filter. 

The magnitude of the noise transfer function is found by putting z = e1wT = &2nf/fs 

f 	f jn.— -jn- 
-j2;r f 	-ice f e  f — e  f 

NTF(f)=1—e f =2je r' 
2j 

f 
= 2je 	sin f  

fs 	 [2.13] 

Taking the magnitude on both sides, 
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NTF(f )I = 2 sin(
17ffl 	 [2.14] 

First Order NfF 

Oversampled NTF 

	

0 fa 	 C 

Figure 2.11: First Order Noise Transfer Function 

The spectral density of the quantization noise at the output of the modulator is given by, 

	

S(f)=S,(f)NTF(f) 	 [2.15] 

Now, the quantization noise power over the frequency band from 0 to fo is given by 

Pe 
Jo 

j SSe NTF(f )I2 df = f f -2 1 

	

= 	 2 sin ~f df 
[2.16] —Jo 	 -A 	~s 	f  

Making approximations, fo <<f (i.e. OSR >> 1), so that we can approximate sin(rrf/fs) to 
be of/f , we have 

	

02 7t Z 2 f0 3 A27L 2 	1 

Pe 	12 	3 	 f 	. 36 OSR J 	 [2.17] 

Assuming maximum signal power to be the same as that obtained as before in (2.4), the 
maximum SNR for this case can be given by, 

SNR = 10 log p =101og 3 22N J + 10 log 3 (OSR)3 
e 	 [2.18] 

or equivalently, 
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SNR = 6.02N +1.76 — 5.17 +30log (OSR) 	 [2.19] 

From the above equations, it is quite evident that doubling the OSR gives an 
improvement for a first order modulator of 9 dB or, equivalently a gain of 1.5 

bits/octave. This result can be compared to the 0.5 bits/octave when no noise shaping is 

used. The next sub-section briefly discusses higher order noise shaping modulators. 

2.4. Higher Order Modulators 

The modulator shown in Fig.2.12 realizes second order noise-shaping (i.e., the noise 

transfer function, NTF(z) is a second order high-pass function). For this modulator, the 

signal transfer is given by 

STF(f)=z-' 	 [2.20] 

u(n) y(n) 

Figure 2.12: Second Order Delta-Sigma Modulator 

and the noise transfer function is given by 

NTF(f) = (1— z-' )z 	 [2.21] 

also the magnitude of the transfer function can be given by 

f )]2 

INTF(f)I = 2sin 
A 	 [2.22] 

resulting in the quantization noise power over the frequency band of interest is given by 

1  
60 (OSR) [2.23] 

also if we again assume that signal power is obtained by the eq. 2.4. 
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SNR ioio[.JPS =10 log 3  22"' + 101og 5  (OSR)5  
Pe 	2 	 27r 	 [2.24] 

or equivalently 

SNR = 6.02N+1.76+1.76-12.9+ 50log(OSR)(dB) 	[2.25] 

One interesting point to note here is that doubling the OSR improves the SNR for a 
second order modulator by 15 dB or equivalently, a gain of 2.5 bits/octave. 

2.4.1. Lth-Order Modulator 

An Lth  order modulator based on a straight forward extension of the first order Delta-

Sigma realizes a STF given by 1' and a NTF given by = (1-z )L. This contains L zeros 

at z = 1 or at DC frequency on the unit circle. The ideal in-band SNR achieved by an Lth 

order modulator is given 

2L 

SNR = 6.02N + 1.76 —10 log 	+ (20L + 10) log (OSR) (dB) 
(2L+1 	 [2.26] 

Thus, for every doubling of the oversampling ratio, this modulator provides an extra 

(6L+ 3) dB of SNR, or an extra (L+ 1/2) bits of resolution [7]. 

In Fig.2.13, the power spectral density (PSD) for the 1st, 2nd, 3rd order modulators are 

shown. We see that for lower frequencies the attenuation of noise is higher for higher 

modulators orders. 
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Figure 2.13: Noise Transfer Functions of 1'`, 2 and 3 d̀  Order Modulators 

2.5. Designed System Overview 

Fig.2.13 shows the basic block diagram of designed audio Delta-Sigma DAC. The DAC 

accepts 16-bit digital input data at sampling rates of 44.1 KHz. The interpolation ratio of 

the interpolator can be configured to 176X. 

Modulator 	 Analog 
Interpolation 	 or 	 Reconstruction 

Noise-Shaping 	 Filter 

`14.1 KHz 	 7.661 MHz 	 .7.661 MHz 	 analog 
16-bit 	 30-bit 	 1-bit 	 audio 

digital data 	 digital data 	 digital bit stream 	 output 

Figure 2.13: Block Diagram of the Audio DAC 

As the employed modulator is of one-bit resolution, there is no requirement of the DTCT 

block which is mostly analog in nature as discussed in section 2.1. This helps in reducing 

the area required by the DAC. The modulator used in this design is of 2nd  order. Higher 

order modulators are not used due to the fact that more aggressive noise shaping 

increases the gain of the noise shaping high pass filter at higher frequencies, resulting in 

a decrease in the stable input range of the modulator thus affecting the stability of the 

system [ 18]. The OSR value is calculated as per (2.26) which is found to be equal to 176. 

-40 

-50 

-60 

-70 



For 44.1 kHz input signals, the interpolator gives the output data rate of 7.7616 MHz by 

setting the interpolation ratio as 176X. The main function of the digital-to-analog 

conversion is performed by the delta-sigma modulator, which produces one-bit output 

and spectrally shapes the quantization noise to high frequencies. The modulator is 

clocked at 7.7616 MHz. The output of the Delta-Sigma modulator which. is lbit is given 

to the lbit DAC which can be easily implemented without requirement of complicated 

analog circuits [ 19]. This stage is followed by an analog reconstruction filter. The output 
of this filter gives the equivalent analog signal for the given digital input. We now move 

on the design of interpolation filter in the next chapter. 
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Chapter 3 

INTERPOLATION FILTER DESIGN 

As shown in Figure 2.10, the first block in a delta sigma audio DAC is an interpolation 

filter followed by a delta sigma modulator. In this chapter, the design of a digital 
interpolator with a 176 up-sampling factor is described. 

The objective of an interpolator is to provide oversampling to the input of Al modulator. 

Its main function is to multiply the input sampling rate by a factor known as the Over 

Sampling Ratio (OSR). By using an interpolator, we can estimate the intermediate points 

between every two input sampling instants. For example, if the interpolator is a 64X 

interpolation filter, then the input to AE modulator is increased by 64 times. 

The interpolation filter used in the delta sigma DAC is built by an up-sampler and a low-

pass filter as shown in Figure 3.1 [20]. 

x[n] 

f 	 •Rf 	 Rf 

Figure 3.1: Block Diagram of the Interpolation Filter 

3.1 Up-Sampling 

An up-sampler with an up-sampling factor R, develops an output sequence xu[n]with a 
sampling rate that is R times larger than that of the input sequence x[n]. The up-sampling 

operation is implemented by inserting R-1, equidistant zero-valued samples between two 

consecutive samples of the input sequence x[n] according to the relation 

xll [n] 	x 1!RJ'  n = 0, ±R, ±2R 	 [3.1] 
0, otherwise 

The up-sampling operation is shown in the Figure.3.2, 
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x[n] 

(a)  

0 1 2••• RI 1 2••• R2 1 2•••R3 1 2•"R4 	n 

(b)  

Figure 3.2: Up-Sampling Operation (a) Input Signal (b) R Times Up-Sampled Signal 

3.1.1 Spectrum of the Up-Sampled Signal 

In terms of the z-transform, the input-output relation is given by 

X(z) _ >xu[n]z'  = 	 xu[n/R]z—n 

when n is integer 
multiples of R 

00 _ I x[m]Z —Rm = X(Z R ) 	 [3.2] 
n=— co 

Putting z = e'°  in the above equation becomes 

Xu(el ẁ ) = X(eiWR ) 	 [ 3.3] 

Fig.3.3 shows the spectrum of the original signal and up-sampled signal 

3.1.2 Imaging Effects 

As shown in the Fig.3.3 (b), a factor of R sampling rate expansion leads to the R-fold 

repetition of X(el°) . This process is called imaging because there occurs additional 

images of the input spectrum. Thus, a spectrum X(eiw) bandlimited to the low-

frequency region does not look like a low-frequency spectrum after up-sampling, 
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because of the insertion of zero valued samples between the nonzero samples of xu  [n] . 

The low-pass filter following the up-sampler removes the R- 1 images of xu  [n] in effect 

the low-pass filter fills in the zero valued samples in xu  [n] with interpolation sample 

values. 

X( 

-71 0 71 	 2ic 	c. 

(a)  

X"(elW)f 	le  Image 

t_) 1l tom' r- 

-2it 	 -?[20 A/L 	 21[ 	0) 

(b)  

Figure 3.3: Effects of Up-Sampling in the Frequency Domain 

(a) Input Signal, (b) Output Signal 

3.2 Conventional Interpolation Filter Structure 

A low-pass filter H(z), called the interpolation filter as shown in Fig.3.1, is required to 

remove the unwanted images in the spectra of the up-sampled signal xu  En]. Fig.3.4 

shows the traditional architecture for the implementation of an interpolation filer. A 

direct form FIR filter of length M is implemented after the up-sampler. This filter has M 

multipliers, M two-input accumulators, and 3M storage registers. Assuming the sampling 

rate of the input signal is f, then M x fs  multiplications are excuted every second [21]. 
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x[n] y[nI 

Figure 3.4: Direct Form Structure for Interpolation Filter 

Improvement can be made to this structure for example, a poly phase structure could be 

used to increase the throughput [22], but there is a cost of greater implementation. 

The designed interpolation filter is needs to perform a 1:176 up conversion and out 

filtering with a cut-off frequency of 20 KHz. Since our DAC is to be used in mobile 

systems, the design needs to be implemented carefully, with design targets that include 

small hardware and low power consumption. The structure used in design consists of a 

two stage Cascaded Integrator Comb (CIC) filter as shown in Fig.3.5. 

CIC I CIC 
1:4 1:44 

44.1 KHz 0.1764 MHz 7.761 MHz 
20-bit 26-bit 30-bit 

digital data digital data digital data 

Figure 3.5: Block Diagram of Interpolation Filter 

In the next subsection, we first describe the basic CIC filter and later present its modified 

structure as described in [23,24], which increases the throughput of the filter. 
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3.3 CIC Interpolation Filter 

The choice of CIC filter in this implementation has been inspired from the fact that the 

number of adders and registers required are very less as compared to the conventional 

structures given in [20,21]. This can be verified by studying the basic structure of CIC 

Interpolation filter introduced by Hogenauer in [25]. It is shown in Fig.3.6. 

Comb Section 	 Integrator Section 
Stage I  Stage N  Stage N+1  Stage 2N 

• • • 

0 • • 

0 • • 

• • • 

  

•s 

 

Figure 3.6: CIC Interpolation Filter 

In the above figure, the comb section operates at the input sampling rate F,/R where `R' 

is the integer rate change factor. This section consists of `N' comb stages with a 

differential delay of `M' samples per stage. The differential delay is a filter design 

parameter used to control the filter's frequency response. In practice, M is usually equal 

to 1 or 2. The system function for a single comb stage referenced to the high sampling 
rate is given as: 

H~ (z) =1— z-R'''' 	 [3.4] 

The integrator section of CIC filters consist of N ideal digital integrator stages operating 
at the high sampling rate, i.e., FS. Each stage is implemented as a one-pole filter with a 
unity feedback coefficient. The system function for a single integrator is given by: 

_ 1 
H1(z) 1—Z-1 [3.5] 

There is a rate change switch between the two filter sections. For interpolation, the 

switch causes a rate increase by a factor of R by inserting R — 1 zero valued samples 

between consecutive samples of the comb section output. It follows from (3.4) and (3.5) 
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that the system function for the composite CIC filter referenced to the high sampling 
rate, F,, is: 

N 

H(z) = H,N (z)H~ N (z) 
1— z 	

[3.6] 
(1—z-')

N 
 

(I — z_1 )(l+z-1 +......+z 	 ')) 
N 

(1—z-') 

RM-1 	N E Z-k 	 [3.7] 
k=0 

As can be observed from the CIC structure, an adder exists for each stage, two registers 

are needed to store the two input signals for each stage, and 2 additional registers store 

the integrators' and combs' outputs. Thus, only 2N adders and 4N+2 registers are needed 

to implement the above transfer function [3.6]. 

If this same transfer function is realized by conventional direct-form I structure, then N 

cascaded low pass filters would be required. Thus, a total of N*R*M adders and 

N*(2*R*M+1) registers are required. Comparing the CIC implementation with the 

traditional implementation for large R, we find that, many adders and registers are hence 

saved. For this reason, the CIC interpolation filter falls under efficient class of digital 

filters. Like CIC filters, some of the filters described in [21] do not require multipliers, 

however, these filters are restricted to a rate change factor of two and have limited 

attenuation in the imaging bands. 

In order to attain the highest possible throughput, a pipelined structure is used in this 

work. As can be seen from Fig.3.6 the CIC structure has two parts, namely comb and 

integrator. The integrator part of this structure can be modified by introducing a pipeline 

between the two adders [23]. This is shown in Fig.3.7. 
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I z i*11  Z1 

• • • 

EH 
	 • • • 

Nonpipelined Structure 	 Pipelined Structure 

Figure 3.7: Pipelined and Nonpipelined Structures 

As can be seen from the above figure, in the pipelined structure, no additional pipeline 

registers are used, so that the hardware requirement is the same as in the non-pipelined 

structure. The delay between registers determines the maximum clock rate. If the delay is 

short, a higher maximum clock can be used; if the delay between registers is long, only a 

slower frequency clock signal can be used. In the non-pipelined structure, there are two 

adders between two adjacent registers, while in the pipelined structure there is only one. 

Thus, a pipelined integrator section is preferred for higher throughput. In the comb 

section, a pipelined structure is not necessary as the clock rate is much slower than the 
integrator section. 

3.3.1 Frequency response characteristics 

The frequency response is obtained by evaluating Equation 3.6 at: 

z=e ~Z R 	
[3.8] 

where f is the frequency relative to the input sampling frequency interpolation filter. The 

magnitude frequency response is given by: 

N 

II 	sin(7rMf) 1 H(f)—  

C ~f 
sin 

R J 	 [3.9] 

In the design process of a CIC filter implementation, the parameters R, M and N are 

selected to provide adequate pass-band characteristics over the frequency from zero to a 
predetermined cut off frequency fc. Here the pass-band frequency range is the bandwidth 

of the audio signal range i.e 0 to 20 KHz. From the equation 3.9 it is clear that the nulls 
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of the magnitude response occur at integer multiples of f =1/(M). Thus, the differential 

delay M, and Oversampling ratio R are used to control the placement of nulls. For CIC 

interpolation filter imaging occurs in the regions around these same nulls. Specifically, 

these imaging bands are 

(i—f)<_f <_(i+fc ) 	 [3.8] 

for f <_ Z and i = 1, 2....., [R/21 where [x] is the largest integer not greater than x. 

The rate change parameter R can also be used to control the frequency response of the 

CIC filter. In essence, increasing the rate change increases the length of the cascaded 

unit-amplitude, rectangular window of length R*M. This results in an increase in 

attenuation and decrease of the width of the response side lobes. The number of stages 

parameter, N can also be used to affect the CIC filter magnitude response. This effect can 

be understood from the fundamental concept of a cascaded of N filtering stages each 

with an impulse response of a unit-amplitude, rectangular window. The larger the 

number of cascaded stages, the more attenuated the magnitude response side lobes 

become. 

3.3.2 Simulation Results 

The 176 of interpolation of the input signal was done in two stages. First stage increases 

the input sample rate 4 times and then the input signal again 44 times oversampled by the 

second stage. As frequency response of the CIC filter is not flat in the pass band, the 

parameters of the CIC filter were chosen such that there was less attenuation at the edge 

of audio signal band by. By using MATLAB simulations we have 'selected R=4, M=1 

and N=2 for first stage CIC filer, and R=44, M=1 and N=2 for second stage CIC filter. 

The frequency responses of first stage and second stage CIC are shown in the Fig.5 (a) 

and Fig.5 (b) respectively. 
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Figure 3.8: (a) Magnitude Response of CIC 4x Interpolator 

(b) Magnitude Response of CIC 44x Interpolator 

Fig.3.8 shows a drop in the magnitude response at the pass band edge. This leads to a 

slight distortion at the high end of the audio signal band. This is tolerable since the 

hearing sensitivity of the human hear falls with increasing frequency and is almost 

negligible above 20 KHz [26, 27]. 
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Chapter 4 

Delta Sigma Modulator Design 

A Delta-Sigma modulator, illustrated in Fig.2.10 is basically a negative feedback system, 

where the large gain at low frequencies forces the output of the loop to follow the input at 

those frequencies. The quantizer in the forward path truncates the number of output bits to 

K, which is much smaller than the number of input bits, N. The truncation introduces 

large quantization noise into the output of the modulator. Fortunately, this large noise has 

a high pass transfer function to the output. Thus, it is shaped away from the signal band, 

and most of the noise power resides in the extra frequency spectrum outside the signal 

band that is created by oversampling. Delta-Sigma modulators are also referred to as 

noise shapers owing to the high pass filtering (shaping) of the quantization noise. 

The task in this thesis is to design an area optimized noise shaper unit for achieving 

quality results. Noise-shapers can be classified by the order, by the architecture (single-

loop or cascaded) and by the type of the feedback signal (MSB or LSB/error-feedback) 

[5]. We here are interested in the classification based on feedback which is given as: 

• Noise-Shaper loops with Signal Feedback 

• Noise-Shaper loops with Error-Feedback 

4.1 Different Architectures of Delta-Sigma Modulators 

There are several different structures that can be used to build a Delta-Sigma modulator. 

4.1.1 Error-Feedback Modulator 

In the Error-Feedback Delta Sigma modulator the quantization error is fed back to the 

input of the circuit as illustrated in Fig.4. 1, where Q is the quantizer that reduces the 

number of bits in a binary word, i.e., performs truncation. 

The input signal x[n] consists of N-bits and the output signal y[n] consists of K-bits. The 

quantization noise introduced by the truncator can be modelled as white Gaussian noise 

as discussed in the section 2.2.1 it is again given in the Fig.4.2. The quantization noise 
consists of bits N-K. 
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W(z) 	 MSB 
H(z) 	 Q 	 Y(z) 

G(z) 
	- E(z) 

Figure 4.1: The Structure of an Error-Feedback Delta-Sigma Modulator 

E(z) 

W(z) 	+ 	Y(z) 

Figure 4.2: Simplified Model of the Quantizer 

Therefore the quantization noise is given by 

E(z) = W(z)-Y(z) 	 [4.1] 

The transfer function of the error feedback structure from the input X(z) and the 

quantization noise E(z), to the output Y(z) is given by 

Y(z) = H(z)X(z) + [1— H(z)G(z)] E(z)  [4.2] 

where H(z) and G(z) are the filters in Fig.4.1. From (4.2) the Signal Transfer Function 

(STF) and Noise Transfer Function of the modulator can be found to be: 

STF(z) = H(z) 
 

[4.3] 

and 

NTF(z) =1— H(z)G(z)  [4.4] 

An important requirement on the impulse response g[n] of the filter G(z) , is 

g(0) =0 

This implies that the filter G(z) must contain a delay. Otherwise the modulator is not 

realizable in the digital domain since the output value is depending on its own value. 

4.1.2 Signal-Feedback Modulator 

In the signal-feedback sigma-delta modulator the output signal is fed directly back to the 

input of the circuit as shown in Fig.4.3. 
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X(z)—~ 2 	 G(z) 	W(z) I Q 	 Y(z) 

G(z) 

Figure 4.3: The Structure of a Signal Feedback Delta-Sigma Modulator 

The transfer function of the signal feedback structure is: 

Y(z) = 

 

H(z)X(z) + 	E(z) 	 [4.5] 
1+ H(z)G(z) 1 + H(z)G(z) 

Therefore the STF and NTF of the modulator are 

STF(z) = 	H(z) 	 [4.6] 
1+ H(z)G(z) 

and 

NTF(z) = 	1 	 [4.7] 
1+ H(z)G(z) 

In this structure it is somewhat more difficult to choose G(z) and H(z) to achieve the 

desired noise transfer function and signal transfer function, compared to the error-

feedback structure. 

4.1.3 Multiple-Feedback Modulator 

In the multiple-feedback sigma-delta modulator both the output and other intermediate 

signals are fed back to the input of the circuit, e.g. as in Fig.4.4. 

N 

Figure 4.4: The Structure of a Multiple Feedback Delta-Sigma Modulator 

The transfer function of the modulator is : 
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Y(z) = STF(z)X(z) + NTF(z)Q(z) 	 [4.8] 

The Signal Transfer Function (STF) and Noise Transfer Function (NTF) of the multiple 

feedback modulators are given by [23]. 

m 

fl(1+a,H 2 ) 
NTF(z) _ 	 i=1 

m 	 m 	 m 

fl(1+a,H )+~ (b,_,H+b2'H 2 )fl (1+a j H 2 )H 2 
1=1 	 1-1 	 ;-;+l 	 J 	[4.9] 

m f H 2 

STF(z) _ 	 `=1 
m 	 m 	 m 

fl(1+a,H2)+ 	(b,,H+b21 H 2 )fl (1 +a jH`)H 2 
,-,+l 	 [4.10] 

Where 'n' is the filter order and m is [n/2]. 

In this thesis Error Feedback architecture has been chosen for the design of the Delta-

Sigma modulator because it leads to simple realization than the signal feedback 

structures. 

• The difference between quantizer input and output can be done by simply taking 

the LSBs of a digital number; no hardware required 

• The feedback FIR filter is very easily implemented as the coefficients are simple 

power of 2 only (discussed in the next section). An equivalent loop filter 

designed with conventional integrators requires several three-input adders, as 

each integrator must sum its input signal as well as its feedback signal to generate 

a new output sample. 

• It does not require multiplication of multi bit words, only delays, additions, and 

shifts of the binary point are needed. 

In the next section the design of the Delta-Sigma noise shaping loop with the Error 

Feedback architecture is presented. 

4.2. Design of Error Feedback Noise Shaper 

The desired function of the modulator is that the noise is to be high-pass filtered, so it is 

attenuated in the signal band, and the input signal is to be all-pass filtered or unaffected, 
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to make the output as close to the input as possible. The filters H(z) and G(z) of Error-

Feedback structure are obtained as follows. 

The Signal Transfer Function (STF) and the Noise Transfer Function (NTF) of the Error 

Feedback Modulator as given in (4.3) and (4.4) are respectively STF(z) = H(z) 

NTF(z) =1— H(z)G(z) 

We have chosen H(z)=STF(z)=1 to all pass filter the input signal. If we do not truncate 

the signal, the output signal is equal to the input signal. 

therefore NTF becomes 
NTF(z) =1— G(z) = G(z)=l—NTF(z) 	 [4.11] 

NTF (z) is a high pass FIR filter. A general second order FIR filter is shown in Fig.4.5 

in 

it 

Figure 4.5: An Example of an FIR Filter 

The zeros of the transfer function should be placed in a high-pass configuration, i.e., the 

zeros should have comparatively small angles with respect to the real axis, in order to 

attenuate the quantization noise in low frequencies and they should lie on the unit circle, 

to attenuate as much as possible. The frequency axis is placed on the unit circle in the 

complex plane and the closer the zeros are to the unit circle the more they attenuate. The 

zeros must also be conjugated, i.e., each zero is mirrored in the real axis and are 

therefore paired. This is due to the frequency axis being mirrored in the frequency fs  /2, 

the Nyquist frequency, where fs  is the sampling frequency. 

Therefore the transfer function of the second order NTF in pole zero configuration is 

given by 

NTF(z) = 
(z—e'")(z—e-'") 
 z  

z 	 [4.12] 

Where `a' is the angle of zero with respect to real axis 
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Polynomial expression of the above transfer function is obtained as follows 

NTF(z) _ (z-' — e;a ) (z-' — e- ja ) 

=z-2-2z-'cosa+l 	 [4.13] 

As the input to the modulator is oversampled the audio signal range(0-20KHz) becomes 

very narrow compared to the sampling frequency ( 7.761 MHz) and is located around the 

DC frequency therefore the zeros of the noise transfer function are chosen around DC 

frequency such that it attenuates the quantization noise in audio frequency region. 

Therefore making a=0 we get, 

NTF(z) =z z -2z'+1 	 [4.14] 

The pole-zero diagram and magnitude response of the designed second order Error 

Feedback NTF are given in Fig.4.6 and Fig. 4.7 respectively. 

From the Fig. 4.7 it can be observed that as discussed earlier the noise transfer function 

acts as high filter, it shapes the quantization noise introduced by the truncator such that 

quantization noise is low in the band of interest i.e audio signal band. 

The shaped quantization and its power spectral density are given by 

E2(z) = E(z)(1-2z-' +z-2 ) 	
[4.15] 

SE, (e'°)=11- 2e-jw+e-'2r'I2SE(e'") 
	

[4.16] 

Fig.4.8 shows the corresponding noise-shaping loop, with 1-bit truncator in accordance 

with design specifications of the system as discussed in the section 2.5.The output signal 

of the modulator consists of the Most Significant Bit (MSB) of input signal and the 

feedback signal consists of the N-1 Least Significant Bits (LSBs). 
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Figure 4.6: Pole-Zero Diagram of the Designed Second Order Error Feedback Modulator 
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Figure 4.8: Second-Order Noise Shaper with Restricted Input Signal 

In the Delta-Sigma loop, instability is caused when the input signal v(n) of the quantizer 

(here, the truncator) grows beyond the operating range of the employed digital logic bits. 

Depending on the arithmetic used, this may just cause the saturation of y(n) at its largest 

possible value, or it may cause a wrap around, where the output y(n) suddenly decreases 

with increasing v(n) at overflow. While saturation is usually acceptable, wrap-around 

causes large errors, and hence must be prevented. 

We can note that the above structures do not require multiplication of multi-bit words; 

only delays, additions and shifts of the binary point are needed. This leads to a great 

saving in area required for implementation. 

The next sub-section shows the simulation results conducted in MATLAB for the 

complete designed DAC. 

4.2.1. MATLAB Simulations 

This sub-section presents the MATLAB simulation results of the designed Delta-Sigma 

DAC. A 12 KHz sinusoidal input of amplitude -6dBFS is applied which is sampled at 

44.1 KHz. It is then interpolated to 7.661 MHz sampling rate using two stage CIC 

interpolation filter. The output of the interpolation filter is then applied to the Delta-Sigma 

modulator, the input and output waveforms of the modulator is shown in the Fig.4.9, the 

output wave form is 1-bit waveform. As this figure shows, the only similarity between the 

input and output waveform in the time domain is that when the input is positive, the 

output is usually either +1 or 0, and that when the input is negative, the output is usually 

either -1 or 0. Finally, the quantized 1-bit DAC output is passed through an FFT to obtain 

the output frequency spectrum, the obtained power spectral density of the modulator is 
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shown in Fig.4. 10. The simulation of the SNR as a function of the input amplitude is 
shown in Fig.4.11. 
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Figure 4.9: Input and Output Waveforms of Delta-Sigma Modulator 
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Figure 4.10: Output Power Spectral Density of Designed Delta-Sigma DAC 

It can be seen that the maximum SNR obtained is92. 1 dB, which corresponds to an ENOB 

of 15.01 bits. The system level simulation thus verifies the correctness of the DAC 

architecture. 
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Figure 4.8: SNR vs Input Level 

The next chapter discusses the Implementation details and results of the designed 
Delta-Sigma DAC on FPGA. The Xilinx based system generator design flow is also 
discussed. 
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Chapter 5 

FPGA IMPLEMENTATION 

Field Programmable Gate Arrays (FPGAs) are able to offer advantages over traditional 

VLSI technology in terms of time to market, lower costs for small quantities and 

dramatically reduced development times. As Moore's law continues to improve device 
density, the trend is to integrate increasingly higher levels of functionality into FPGA 

designs. 

Although FPGA technology might at first seem to not be suitable for the implementation 

of analog components such as a DAC, their architectures turn out to be very suitable for 

Delta-Sigma converters which are primarily digital. Having the flexibility to incorporate 

DACs into FPGA designs allow for higher -levels of integration, reducing cost, board 

area and possibly power consumption. FPGAs also make an excellent prototyping 

environment for Delta-Sigma converter designs [29]. 

In this work Spartan 3E (xc3s500e-4fg320) FPGA kit has been used for the 

implementation of designed DAC. Spartan 3E FPGA kit is most widely used FPGA kit 

because of its advantages like low power, low cost etc [30]. In this thesis, The FPGA 

implementation was developed using the Xilinx System Generator for DSPj, a 

Simulink-based tool for FPGA design. Design flow based on System Generator tool 

derives a hardware realization directly from the system model via automatic code 

generation. This methodology is sometimes referred to as `Model-Based Design' [31], 

such high level design approaches aim to increased productivity (from higher levels of 

abstraction) and reliability (from automatic code generation and more robust test 

methodologies). 

The following sections briefly explain the Spartan 3E FPGA architecture and FPGA 

Implementation using Xilinx System Generator tool [32]. Finally FPGA implementation 

results of the Designed DAC are presented. 

5.1. Architectural Overview 

The Spartan-3E family architecture consists of five fundamental programmable 

functional elements: 
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• Configurable Logic Blocks (CLBs) contain flexible Look-Up Tables 

(LUTs) that implement logic plus storage elements used as flip-flops or 

latches. CLBs perform a wide variety of logical functions as well as store 

data. 

• Input /Output Blocks (IOBs) control the flow of data between the I/O pins 

and the internal logic of the device. Each IOB supports bidirectional data flow 

plus 3-state operation. Support a variety of signal standards, including four 
high-performance differential standards. Double Data-Rate (DDR) registers 

are included. 

• Block RAM provides data storage in the form of 18-K-bit dual-port blocks. 

• Multiple Blocks accept two 18-bit binary numbers as inputs and calculate the 

product. 

• Digital Clock Manager (DCM) provides self-calibrating, fully digital 

solutions for distributing, delaying, multiplying, dividing, and phase-shifting 

clock signals. 

@lock RAM 	Multiplier 

Figure 5.1: Spartan 3E Family Architecture 
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These elements of Spartan 3E family architecture are shown in Fig.5. 1. A ring of IOBs 

surrounds a regular array of CLBs. Each device has two columns of block RAM except 

for the XA3S100E, which has one column. Each RAM column consists of several 18-
Kbit RAM blocks. Each block RAM is associated with a dedicated multiplier. The 

DCMs are positioned in the center with two at the top and two at the bottom of the 

device. 

5.2. FPGA Design Flow using Xilinx System Generator 

In order for an FPGA to carry out a set of instructions, it must be first programmed by 

loading a design via a bit-stream file into the FPGA internal configuration memory. The 

bit-stream file contains all of the configuration information from the physical design 

defining the internal logic and interconnections of the FPGA, as well as device-specific 

information from other files associated with the target device. 

Simulink/Matlab has been created as a system-level design tool that enabled us to exploit 
visual data flows. Simulink also offers a path to automatically generate an FPGA bit 

stream (program the FPGA) on the target development board through third-party tool 

such as Xilinx System Generator . Therefore, Xilinx System Generator software has been 

chosen to exploit a fast route to programming the FPGA. 

Fig.5.2 shows the FPGA design flow methodology used in this work. It consists on a 

basic four-step methodology for implementing FPGA applications [33]: 1) system 

design, 2) verification and simulation, 3) implementation and 4) configuration. 

• System Design This first step describes the model design that has to be 

implemented onto the FPGA device. In our case, we create the designs using 

System Generator which is a visual programming environment. 

• Verification and Simulation Functional verification and simulation checks the 

logical correctness of FPGA design. Once any form of design entry has 

represented a design, it is necessary to verify if such a description -satisfies the 

design specifications. 

• Implementation This step includes the synthesis and place & route processes. 

Synthesis converts design entry into actual gatesiblocks specified in FPGA 

devices. 
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• This is a very important step of the whole design procedure. A lot of efforts have 

been put into the improvement of the synthesis algorithms. On the other hand, the 

place & route tool selects the optimal position for elementary design blocks and 

minimizes length of interconnections on FPGA devices. 

• Configuration This final step implies downloading bit stream codes onto the 

FPGA device. The Xilinx system development provides with the Project 

Navigator software which includes the IMPACT tool. IMPACT works as the 

programming interface between a PC (host) and the FPGA. 

System Design 
-øfimulink System Model 

Syntax Verification 

• Verification 	I 	Simulink Simulation 
& Simulation 	-. 	..... _ ..... - ... . 

Syntax Verification 

Synthesis 
► Implementation 

Place & Route 

Bit Stream 
Configuration 

Bit Stream Load 

- System Generator 
Blocks 

- Simulink Blocks 
- HDL Code 
- Matlab Code 
- IP Cores 

Figure 5.2: FPGA Based Platform Design Flow 

5.3. Implementation 

Having reached the desired performance throughout the verification and simulation 

processes, source design can be implemented. Basically, this is accomplished by 

translating the block model into an HDL code or a .bit configuration file. This step is the 
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combination of several process chained automatically. First, double-click is pressed on 
the System Generator token in the top level of the model to open the hardware generation 

Graphical User Interface (GUI) that lets to specify FPGA family and device, net list type, 

Simulink clock rate, and whether a test bench is needed. Clicking Generate produces a 

cycle and bit accurate HDL net list that can be synthesized and placed-and-routed using 

Xilinx ISE Foundation FPGA implementation software. Figure 5.3 illustrates the 

configuration options environment from the System Generator block. This block 
generates all necessary files for the FPGA application: 

• Verilog file of the circuit, optimized for the target FPGA family. 

• Synthesis scripts for different synthesizers (XST, Leonardo Spectrum, Synplify). 

• Scripts for Xilinx Place & Route. 

5.4. FPGA Configuration 

This section describes the process of loading the configuration bit-stream (.bit file) into 

the FPGA. To download the .bit file we will be using IMPACT (part of the Xilinx tools 

installation). The following five steps outline this process 

Compilation Optionsry_ 
Compilation:- 

p 	3estarter 

Part:  

> partarz3E xc35?30e 4fg 2Ci tE 

Target tlirectory :  

teat: 

Ove{rl?e with rl ubfes = 	c rc7an~to ElocV  

S(mulirik system period (eec) :'` 	/77616001 

Block [con -display., 	Default  i 

i1 rate f  , . r Ok 	I 	iiCencel 	it Help ` 

Figure 5.3: System Genarator Token 
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1. When iMPACT starts up, we select the default choice Configure Devices in the 
first dialog. Next, select Boundary-Scan Mode, and the Automatically connect to 

cable and identify Boundary-Scan chain. 

2. iMPACT will then connect to the JTAG adapter cable, and search the JTAG 

chain for devices. If this fails, there is .a communication problem with the parallel 

port on the PC, a problem with the JTAG cable, or a problem with the JTAG scan 

chain on the board. It will not be possible to configure the board until these 

problems are resolved. 

3. Once iMPACT has identified all devices on the JTAG scan chain, we have to 

assign the programming file to each of the devices in the chain, in turn. 

4. In the Assign New Configuration File dialog box for each device, we select the 

configuration file for the type of device and click on Open, or click on Bypass to 

put that device into bypass mode, causing it not to be configured. When prompted 

to select a programming file for the FPGA, we select the configuration bit file for 

the Spartan-3e (choosing the .bit file from the project directory) device. 

5. After configuration files have been assigned to all devices, a device is configured 

by right clicking on its icon in the iMPACT window and choosing Configure 

from the menu. Appropriate options for the device being programmed must be 

selected from the Program Options dialog box. IMPACT will configure the 

device and then indicate whether configuration was successful or not. If HDL 

code has been created, the Xilinx Integrated Software Environment (ISE) can be 

used to convert a collection Verilog or VHDL files into a configuration bit-

stream (.bit file) for the FPGA application. 

5.5. Results 

System Generator also extends Simulink through standard APIs to interface directly to 

HDL simulation tools (enabling import of HDL modules) and directly to hardware 

platforms (hardware co-simulation). System Generator provides hardware co-simulation, 

making it possible to incorporate a design running in an FPGA directly into a Simulink 

simulation. "Hardware Co-Simulation" compilation targets automatically create a bit-

stream and associate it to a block [33]. When the design is simulated in Simulink, results 

for the compiled portion are calculated in hardware. This allows the compiled portion to 

be tested in actual hardware and can speed up simulation dramatically. This allows us to 
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exploit FPGAs to the extent that we can significantly accelerate imulation, and validate 
our design working in hardware, all without necessarily having to invoke a traditional 
FPGA tool explicitly. 

The stage wise outputs of the hardware co-simulated DAC are shown in Fig. 5.4. A 

Sinusoidal signal of frequency 12 KHz at 44.1 KHz with sampling frequency and 16-bit 
data width is applied FPGA configured as Delta-Sigma DAC. It is initially 4 or times 
oversampled by the first stage CIC filter whose output is shown in 5.4(b) and then again 
44 times oversampled by second stage CIC filter whose output is shown in 5.4(c). This 

signal now applied to the Delta-Sigma Modulator this modulator truncates data width of 
the input signal to 1 bit. The 1 bit FPGA output is given to a 3 d̀  order Butterworth analog 

Low pass filter which acts as a reconstruction filter whose output is shown in Fig. 5.4(e) 

(a) 

(b) 
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(c) 

(d) 

(e) 

Figure 5.4: Stage wise outputs of the designed Delta-Sigma DAC, (a) Input Signal (b) CIC 1:4 

Interpolation Filter Output Signal (c) CIC 1:44 Interpolation Filter Output Signal (d) 1-Bit Output 

Signal from FPGA (e) Analog Reconstruction Filter Output 
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5.5.1 Synthesis Results 

Table I shows the hardware resources occupied in the Xilinx Spartan 3E (xc3s500e-

4fg320) circuit. The whole system occupies 16% of the whole FPGA hardware resources. 

the The maximum operating frequency of the system is 7.661MHz which is 176 times of 

the input sampling frequency. The generated floor plan of the designed Delta-Sigma DAC 

is shown in Fig.5.5 and its enlarged version is shown in Fig.5.7. 

Table I: Xilinx Spartan 3E (xc3s500e-4fg320) Device Utilization 

Unit Name Number used Total Number Percent 

Number of Slice 
Filp Flops 1,176 9,312 12% 

Number of 4 input 1,177 9,312 12% LUTs 

Number of slices 788 4656 16% 

Number of bonded 1 232 1% IOBs 
Number of 2 20 10% RAMB16s 

BUFGMUXs 4 24 16% 

BSCANs 1 1 100% 
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Power Analysis 

The estimated power consumption of the DAC is found to be 81.85mW using the Xilinx 

`Power Analyzer. This tool gives the power value at worst case conditions i.e without 

heat sink and at high junction temperatures. Fig.5.7 shows the individual power taken b5 
the each element and also the total power consumed by the entire DAC. 
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Figure 5.7.: Screen Shot of the Power Analyzer Tool 
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Chapter 6 

CONCLUSIONS 

The A modulator presented in this design employed a second order noise shaper with 

error-feedback. The choice of this type of noise shaper helped in eliminating the use of 

multipliers thus reducing the area required. The main characteristics of the designed DAC 

are summarized in Table II which is shown below: 

Table II. Main Characteristics of Designed DAC 

Component/ Parameter Type / Value 

Interpolator Two Stage CIC Filter 

Modulator Second order with Error Feedback 

Input Data Width 16 bits 

Input Sample Rate 44.1 KHz 

Oversampling Ratio 176 

Dynamic Range 90dB 

Output SNR 92dB 

Output Sample Rate 7.761 MHz 

Output Data Width 1 bit 

Application Area Portable Audio Systems 

This thesis presented an interpolator architecture for a A DAC which used CIC filters 

instead of Half Band Filters (HBFs) resulting in a coefficient-free design. Also, the 

employment of CIC filters led to a design which required no multipliers and reduced 

amount of storage requirements. This led to 10-20 times decrease in area and 10-15 times 

decrease in power requirements. The technique of pipelining used in CIC filters resulted 
in an increase in throughput. 
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The use of Xilinx based System generator tool for implementing the above design on 

FPGA resulted in a drastic decrease of design time required to generate the bit-stream file. 

As targeted by the architecture, the reduction in area can be observed in terms of the 

number of slices used in FPGA implementation. This count was found to be equal to 788 

out of 4656 [see Table I] utilizing only 16% of the resources. Hence, our aim of 

developing a Delta-Sigma Digital to Analog Converter (DAC) has been achieved. 
G~NTRAI L/gR 
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