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Ultra Wideband Technology for commercial communication application is a recent 

innovation. Short-range wireless systems have recently gained a lot of attention to provide 

multimedia communications and to run high speed applications around a user centric concept in 

so called Wireless Personal Area Networks (WPAN). UWB technology presents itself as a good 

candidate for the physical layer of the WPAN. 

In February 2002, the FCC issued a ruling that ultra-wideband (UWB) could be used for 

data communications as well as for radar and safety applications. UWB system is constrained to 

have a maximum power transmission of -41 dBm and a bandwidth ranging from 3.1-10.6 GHz. 

UWB co-exists and does not interfere with the existing narrowband or wideband communication 

systems in the same spectrum. However, due to its low power in the same bandwidth, UWB is 

affected by the so-called narrowband interference (NBI). This report presents a method to 

eliminate the narrowband interference in UWB system. 

The TH-UWB system performance was analyzed in a realistic UWB frequency selective 

channel and in the presence of NBI for RAKE receiver. We demonstrated that TH reduces the 

impact of multiuser interference but does not combat NBI. To suppress NBI, a Partial Rake 

receiver used. It consists of selecting the first strongest multipath components using an 

appropriate Rake receiver with the path diversity combining being based on the minimum mean 

square error criterion. 

The design correctness has been validated by means of simulation using standard UWB 

IEEE standard channel models, Time Hopping-Pulse Position Modulation and the rake receiver 

technique with the path diversity combining being based on the minimum mean square error 

criterion. 
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Chapter 1 

Introduction 

The most influential milestone in the history of Ultra Wideband (UWB) wireless 

communications was set in April 2002 when the Federal Communications Commission (FCC) 

approved the first guidelines allowing UWB signals contained within specified emission masks 

[1]. Ultra-Wideband (UWB) systems spread the transmitted signal power over an extremely 

large frequency band, and the power spectral density of the signal is very low. Due to the wide 

bandwidth of the transmitted signal, UWB signal energy will spread over the frequency bands 

allocated to other existing radio systems. Coexisting with many concurrent narrowband services, 

the performance of UWB systems will be affected considerably by them due to the high power of 

these narrow-band signals with respect to the UWB signals. Specifically, IEEE 802.11 a systems 

which operate around 5 GHz and overlap the band of UWB signals will interfere with UWB 

systems significantly. Evaluating interference issues of these narrowband systems to UWB 

systems in its overlay band is an important issue for us to understand and design efficient UWB 

systems. This report describes what UWB is, and the importance of this technology in its 

coexistence with other technologies in the same spectrum (NBI). Sharing spectrum causes 

problems in UWB communications, which motivate for this work. 

1.1 Ultra Wideband Overview 

Historically, UWB radio systems were mainly developed as a military tool because they 

have acquired high capability to scan through trees and beneath ground surfaces. Recently, UWB 

technology has been focused on consumer electronics and communications. Although UWB 

systems are years away from being ubiquitous, UWB technology is changing wireless industry 

today. UWB technology is different from the conventional narrowband wireless transmission 

technology. Instead of broadcasting on separate frequencies, UWB spreads signals across a very 

wide frequency range. The signals are transmitted in sequences of very short pulses rather than 

continuous waveforms using Radio Frequencies (RF) carrier as in narrowband (NB) 

communication systems. This technique has been extensively used in radar applications and went 

under the name of Impulse Radio (IR). 

[1] 



The most remarkable roadmap in UWB wireless communications was regulated in April 

2002 by FCC. However, according to the FCC rules, UWB concept is not limited to the pulsed 

transmission but can be extended to continuous-like transmission techniques, providing the 

occupied bandwidth of the transmitted signal is greater than 500 MHz. The general consensus 

establishes that a signal is UWB if its bandwidth is large with respect to the carrier or center 

frequency of the spectrum. In other words, the fractional bandwidth is as high as 0.2-0.25 percent 

of its central frequency. These pulses or waveforms, because of their large bandwidth, must, at 

least in principle, co-exist in a friendly, manner with other Hertzian waveforms present in the air 

interface. The coexistence principle introduces strict limitations over Power Spectral Densities 

(PSD) and raises the issue of designing power efficient networks in addition to the narrowband 

interference (NBI) avoidance in UWB communication systems. The following section describes 

the modulation techniques that are most commonly used in the UWB systems. 

1.2 Modulation 
Modulation methods for UWB systems can be categorized in two types: time-based 

techniques and shape-based techniques. For pulsed UWB systems, the most commonly used 

modulation techniques include Pulse Position Modulation (PPM), Pulse Amplitude Modulation 

(PAM) and On-Off Keying (OOK). PPM is a time-based technique; PAM and OOK belong to 

the shape-based techniques. Figure 1.1 [2] describes the most popular modulation techniques 

considered for UWB system 

• On-Off Keying: On-Off Keying (OOK) signaling is one of the earliest modulation types; 

bit value 1 is represented by the presence of a pulse, and the absence of a pulse for bit 0. 

• Pulse Position Modulation: Pulse Position Modulation (PPM) is the most popular 

method of modulation in the literature. In a PPM-UWB system, bit value I is represented 

by a pulse with delay relative to the time reference and bit 0 is represented by a pulse 

without any delay. 

• Pulse Amplitude Modulation: For binary pulse amplitude modulation, the information 

bit is transmitted by modulating the pulse polarity. 

[2] 



• Combined Modulation: Combined modulation schemes such as PAM / M-PPM and 

PAMIOOK could improve capacity or throughput at the cost of complexity 

Figure 1.1 Modulation Techniques. 

1.3 Fractional Bandwidth 

As mentioned earlier, the term UWB comes from the radar world and refers to 

electromagnetic waveforms that are characterized by an instantaneous fractional energy 

bandwidth greater than 0.2-0.25. Let E be the instantaneous energy of the waveform, the energy 

bandwidth is then identified by the frequencies fL and fH, which delimited the interval where 

most of the energy E (i.e., over 90%) is captured. The width of the interval [fL , fH] is called 

energy bandwidth as shown in Figure 1.2 [1]. Note that if fL  is the lower limit and fH is the 

upper limit of the Energy Spectral Density (ESD) and the center frequency of the spectrum is 

located at (fi + fH)/2. 

[3] 



T  °. 

Figure 1.2 Energy Bandwidth. 

Fractional bandwidth is defined as the ratio of the energy bandwidth and the center frequency 

and expressed as: 

Fractional bandwidth f(IH+IL)1 
1 2 J 

According to the FCCs first report and order in April 2002, UWB systems with f > 2.5 GHz 

need to have a -10dB bandwidth of at least 500 MHz, while UWB systems with f~ < 2.5 GHz 

need to have fractional bandwidth at least 0.20. A signal with an energy bandwidth of 2 MHz, for 

example, is UWB if the center frequency of its spectrum is lower than 10 MHz. 

Often the term "percent bandwidth" is used for UWB system. Percent bandwidth is 

simply the fractional bandwidth in percentage units. Also its use in the relative bandwidth which 

is equal to half of the fractional bandwidth. Relative bandwidth represents the ratio between half 

of the energy bandwidth and the center frequency. 

There are different ways to choose the lower and upper limit frequencies depending on 

how stringent the requirement on the bandwidth is set. For example, in a recent release of UWB 

emission masks in the United States (FCC, 2002), the fL and fH are set to be the lower and upper 

frequencies of the -10dB emission points. The selection of -10 dB over the -20 dB bandwidth 

established by the Defense Advance Research Projects Agency (DARPA) [3] is motivated by the 

fact that UWB emission is permitted at lower power levels, which are close to the noise floor. 



Under these conditions, the -20 dB emission points cannot be measured correctly. Within the 

FCC, 2002 regulation, a signal is always assumed to be UWB if its bandwidth at -10dB emission 

point exceeds 500 MHz, regardless of the fractional bandwidth values. 

To summarize, some of UWB's potential advantages 

(i) Low power operation since transceiver circuitry power requirements are low 

(ii) UWB transmissions are below the noise level thereby providing low probability of 

detection (LPD) 

(iii) Low probability of jamming (LPJ) capabilities due to the low energy per frequency 

band and the use of precisely timed patterns 

(iv) Ability to penetrate walls and vegetation due to the Iower frequencies used 

(v) Higher immunity to multipath fading effects due to increased diversity 

(vi) Availability of precise location information, since UWB uses precise pico-second 

pulses for transmission and tight synchronization between the communicating nodes, 

which enables centimeter-accurate location determination. 

However, UWB has a few disadvantages such as long signal acquisition times (up to a few 

milliseconds), and FCC regulatory issues. There are also several technical challenges at the 

physical layer to be resolved such as: antenna design, propagation and channel modeling, devices 

and circuits design, and waveform design. 

Applications 

UWB has several applications all the way from wireless communications to radar imaging, and 

vehicular radar. The ultra wide bandwidth and hence the wide variety of material penetration 

capabilities allows UWB to be used for radar imaging systems, including ground penetration 

radars, wall radar imaging, through-wall radar imaging, surveillance systems, and medical 

imaging. Similarly, the excellent time resolution and accurate ranging capability of UWB can be 

used for vehicular radar systems for collision avoidance, guided parking, etc. Last but not least is 

the wireless communication application, which is arguably the reason why UWB became part of 

the wireless world, including wireless home networking, high-speed WPAN/WBAN, wireless 

sensors networks, wireless telemetry, telemedicine, etc. 

[5] 



1.4 Narrowband Overview 
Narrowband (NB) refers to a signal which occupies only a small amount of spaces on the 

radio spectrum. Narrowband is opposite to the broadband or wideband (WB). In the study of 

wireless communications such as a UWB system, narrowband implies that the bandwidth under 

consideration is sufficiently "narrow" compared to the UWB bandwidth [4]. The Narrowband in 

study for indoor communications is the wireless local access network (WLAN) based Orthogonal 

Frequency Division Multiplexing (OFDM) signal. 

This WLAN system is also known as the third wireless generation and has been used to 

offer maximum data rate at a central frequency in the 5 GHz frequency band. The 

standardization of this wireless generation is taking place simultaneously in the U.S., Japan and 

Europe. The Institute for Electrical and Electronics Engineers (IEEE) is working on WLAN and 

models is known as IEEE 802.1 la standard. The standard is based on the OFDM modulation 

scheme having a bandwidth of 16 MHz per subcarrier in OFDM. The modulation scheme ranges 

from BPSK up to 64-QAM. Together with a variable error-coding rate, OFDM modulation 

allows the data rate to be adapted from 6 Mbit/s to 54 Mbit/s, depending on the propagation 

channel conditions. The IEEE 802.11 a is the primary interference for indoor UWB 

communication systems. Interference concept is to be discussed in the subsequent section. 

Interference 

A Wideband system, by its nature, interferers with the existing Narrowband services in the same 

frequency band and in turn, the Narrowband signals act as interferers to the Wideband system. 

The extent to which performance is degraded by the interference clearly depends on the number 

and distribution of the interferers, the relative power between Wideband and Narrowband signal 

and the type of modulation of the two signals. With respect to transmission power, FCC 

specifications and European standards [4], essentially limit the equivalent isotropically radiated 

power (EIRP) to US Part 15 limits, that is, -41 dBm/MHz for UWB in the range of frequency 

from 3.1-10.6 GHz. To be UWB, the signal must occupy an instantaneous bandwidth of at least 

500 MHz. Figure 1.3 [5] in next page illustrates the FCC UWB spectral masks. 
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Figure 1.3 FCC UWB Spectral Masks. 

As mentioned earlier, the primary narrowband interference occupies within the indoor UWB 

communication system is the IEEE802,1Ia, in particular the OFDM based WLAN signal, the 

power spectrum density for NBI scenario is shown in Figure 1.3. In contrast to the UWB, the 

WLAN NB allowed emission is +40 dB/MHz, which may be expected to be 10-12 dB above the 

noise floor while the UWB emission below this noise level. As the result, the presence of 

Narrowband may cause severe degradation in the performance of UWB systems. 

Figure 1.3 shows within the spectrum of interested, the narrowband interference (NBI) is 

the 5 GHz OFDM based WLAN signal. There are works studying degradation in the 

performance of UWB radios due to narrowband interference within the 3.1-10.6 GHz frequency 

range, such as tone jammers [5], partial band interference (PBI) [6] and WLAN IEEE 802.1 la 

interference [7]. 

[7] 



1.5 Literature Review 

Ultra wide bandwidth (UWB) systems must share their large bandwidth with coexisting 

narrowband applications. Although UWB signals may enjoy inherently high spreading gain, 

stringent Federal Communications Commission power restrictions make them susceptible to 

strong narrowband interference (NBI), which can severely degrade performance. The extent of 

performance degradation depends on the number, power, and spatial distribution of the 

interferers relative to the UWB signal. NBI may be tens of decibels stronger than the UWB 

signal [8] and can completely overwhelm the receiver front end. Severe NBI could thus render 

the acquisition process impossible, and front-end interference mitigation techniques are 

desirable. Some NBI mitigation techniques have been proposed for UWB. However, most of 

these techniques are based on traditional spread-spectrum methods, which might not be suitable 

for UWB applications. The design of NBI mitigation algorithms tailored for UWB systems is 

thus still largely an open research issue. 

Several research efforts have investigated the impact of NBI on UWB. An analysis of the 

effect of single tone interferers on TH-UWB systems is presented in [9], while the effect of tone 

interferers on UWB system in multipath fading scenarios is analyzed in [10]. In [11], the effect 

of NBI on direct-sequence based impulse radio (DS-UWB) is derived, where NBI is modeled as 

the sum of sinusoidal signals with variable power and frequency. The performance of a 

generalized Rake receiver in the presence of multiple access interference and NBI is analyzed in 

[12]. The impact of NBI on DS-UWB as well as single and multicarrier multiband UWB is 

discussed in [13] and [14]. The effect of the Global System for Mobile Communications and the 

Universal Mobile Telecommunications System/Wideband Code-Division Multiple-Access bands 

on UWB is studied in [15], where it is shown by simulation that performance degradation is most 

severe when the NBI bandwidth overlaps with the UWB nominal center frequency. 

Some NBI mitigation techniques for UWB systems have been proposed in the literature. 

Various pulse-shaping methods that introduce nulls in the UWB spectrum where NBI occurs are 

investigated in [16]—[19]. However, these methods assume knowledge of the NBI spectrum. The 

performance of a direct-sequence coded division multiple access (DS-CDMA) UWB systems in 

the presence of NBI has been considered in [12] using a maximal ratio combining (MRC) 

technique. This combining technique can alleviate the effect of multiple-access interference 

(MAI) on the system performance, but does not suppress NBI. In [20], the performance of a 

0 



multiuser receiver for a DS-CDMA UWB system in the presence of an IEEE 802.11 a OFDM 

signal modeled as a Gaussian noise was investigated based on a Gaussian approximation for the 

multiuser interference. Under this particular assumption, the system was shown to be able to 

support a very large number of users for a given single user bit error rate (BER). Hence, it is very 

important to assess the accurate TH-UWB system performance. To the best of our knowledge, all 

previous multi-access TH-UWB system investigations in a frequency selective channel 

considered the Gaussian approximation assumption for the multiuser interference. In order to 

accurately evaluate the UWB system performance, a study without the use of this assumption 

and in a realistic UWB propagation environment is required. 

1.6 Organization of Report 

Chapter 2 discussed about Monocycle waveform that is used as pulse shape for transmitting 

UWB signal. Monocycle waveform is nanosecond pulse that is generate from 1St  or 2 order 

derivative (or can be higher order derivative) of Gaussian waveform. Fading and multipath 

phenomenon also discussed as UWB signal propagate through it. Apart from that Saleh-

Valenzuala and IEEE 802.15.3a based Mathematical model of UWB channel is described. 

Chapter 3 discussed mathematical analysis of RAKE receiver that is used in this report for NBI 

suppression and also described various type of RAKE receiver such as A-RAKE, S-RAKE and 

P-RAKE. Apart from that different diversity techniques that is used in RAKE receiver such as 

SD, MRC, EGC and MMSE is described. From that MMSE diversity technique used in this 

report. 

Chapter 4 discussed mathematical analysis and methods to generate a UWB signal as well as 

OFDM based WLAN signals. Impulse radio methods based generation of pulses that are very 

short in time and TH-PPM are described. The methods of generating non-impulsive signal such 

as OFDM are also covered. 

Chapter 5 discussed mathematical model of TH-PPM-UWB system and also described 

mathematical analysis of MMSE-RAKE receiver for NBI suppression in TH-PPM-UWB system. 

[l 



Apart from that Using MMSE, find optimal weight for combine RAKE receiver output and 

suppress NBI. 

Chapter 6 discussed simulation result for NBI suppression based on mathematical analysis from 

chapter 2 to chapter 5. Simulation result shows that NBI suppression can be achieved in TH-

PPM-UWB system using MMSE-RAKE receiver. IEEE 802.15.3a based CMI (LOS 0-4 m) 

UWB channel is considered for UWB transmission. And also compare the BER performance of 

A-RAKE, S-RAKE and P-RAKE receiver for different TH sequence and different SIR. 

[10] 



Chapter 2 

UWB Transmission 

UWB usually refers to impulse based waveforms that can be used with different modulation 

schemes. The, transmitted signal consists of a train of very narrow pulses at base band, normally 

of the order of a nano second. Each transmitted pulse is referred to as a monocycle. The 

information can be carried by the position or amplitude of the pulses. 

2.1 Monocycle Waveforms 
The frequency-domain spectral content of a UWB signal depends on the pulse waveform 

shape and the pulse width. Typical pulse waveforms used in research include [4], [21] 

• _ Rectangular 

• Gaussian 

• Gaussian doublet, and 

• Rayleigh.monocycles, etc. 

A monocycle should not have zero DC component to allow it to radiate effectively. A 

rectangular monocycle with width Tp  can be represented by[u(t) — u(t — Tn)], where u(.) denotes 

the unit step function. The rectangular pulse has a large DC component, and the antennas do not 

radiate at direct current (dc), which is not a desired property. 

In most of the cases for communication purpose Gaussian pulses and its derivatives are 

used. The reason behind the popularity of these pulses is twofold: 

i) Gaussian pulses come with the smallest possible time-bandwidth' product of . 

0.5, which maximizes range-rate resolution 

ii) The Gaussian pulses are readily available from the antenna pattern [1]. A 

generic Gaussian pulse is given by 

1  1 t=µ 2  
F(t) = 	e(,' 

ZTru 
(2.1) 



Where p defines the center of the pulse and a determines the width of the pulse. Even the basic 

Gaussian pulse contains a dc term, and therefore, it cannot be used as a UWB pulse. 
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Some monocycles are derived from the Gaussian pulse as shows in fig 2.1 [4]. The Gaussian 

monocycle is the second derivative of a Gaussian pulse, and is given by 
_ µ 2 	z 

PP (t) = AG 1 — (t a ) e ( ) 	 (2.2) 

Where the parameter or determines the monocycle width T, . The effective time duration 

of the waveform that contains 99.99% of the total monocycle energy is TT = 7Q p centered at 

p = 3.5Q . The factor 4; introduced so that the total energy of the monocycle is normalized to 

unity. 

The Rayleigh monocycle is derived from the first derivative of the Gaussian pulse as 
shown in fig 2.2 and is given by 

	

( 	Z 

= t—µ ita PR (t) 	AR I arZ ] el  (2.3) 

[121 
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Even The recursive presentation for the higher order (n-th order) derivatives of the Gaussian 

pulse depicted in Fig 2.3. can be derived by [4] 

w(  t) = — n_1 W (n-2) (t) _ t W(n-1) (t) 
Qz 	l 	Q2 (2.4) 
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Figure 2.3 Higher order Derivative of Gaussian pulse waveforms. 
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The amplitude spectrum of the Gaussian pulse, W(f),  thus the presentation of W(f) in the 

frequency domain, can be derived from [1] and given by 

IWn f)I = A(2Trf)" exp _ (2rr2o-)2 
	

(2.5) 

The power spectral density for the n-th order Gaussian pulse is then derived by [2] 

1pn( )I — Amax (2Trfa)
2n exp( —(27rfcr)2 ) 
nn exp (—n) 

(2.6) 

where Amax scales the normalized power spectral density under the radiation regulations and f is 

frequency. Table 2.1 shows the center frequency and -10 db bandwidth used in Gaussian pulse 

and derivative of Gaussian pulse. 

TABLE 2.1 
Center Freauencies and -10dB Bandwidth for the used Pulse waveform 

Genrated Pulse waveform fc B_1odB 

Gaussian Pulse 
1/T P 22T P 

Guassian Doublet 11T P 2/T P 

2nd derivative of Gaussian Pulse 1.73/T 
P 

2.1~T 
P 

3rd derivative of Gaussian Pulse 2/T P 2/T P 

Criteria 

Important criteria in designing the monocycle waveform include: 

1. Simplicity of the monocycle generator, and 

2. Minimal interference between the UWB system and other narrowband system 

coexisting in the same frequency band 

[14] 
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2.2 UWB Channel 

While a UWB signal propagates in a channel, it follows the phenomenon of fading and 

multipath. In this section we will discuss about fading and multipath and then discuss about the 

UWB channel model. 

Fading 

Fading is one of the most challenging problems faced in a mobile or wireless signal propagation 

system. Fading is the time variation of the received signal power caused by the changes in the 

transmission medium or paths. In case of the fixed environments, fading is affected by changes 

in the atmospheric conditions, for example by the presence of moisture in atmosphere, rainfall 

etc [22]. 

Fading effects can be classified as either slow or fast. They can also be classified in terms 

of flat and frequency selective fading. Figure 2.4 depicts the typical slow and fast fading 

behaviors [22]. 

0 	5 	10 	15 	20 	25 	30 
Figure 2.4 Typical slow and fast fading. 

2.2.1 Slow Fading 

If the channel impulse response changes at a rate much slower than the transmitted 

baseband signal, let say s(t), then it's a slow fading channel. The channel may be static over one 

or several reciprocal bandwidth intervals [23]. If we talk in terms of the frequency domain, then 
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we can say that the Doppler spread of the channel is much less than the bandwidth of the 

baseband signals [23]. Hence we observe a slow fading if 

TS  << Ta  
And 

BS  >> BD  
BD  is Doppler spread and it is a measure of the spectral broadening caused by the time rate of 

change of the mobile radio channel and is defined as the range of frequencies over which the 

received Doppler spectrum is essentially non-zero. If we wish to define Doppler spectrum then 

it's the case when after we have transmitted a pure sinusoidal tone of frequency f the received 

signal spectrum will have the components in the range of f f  — fd  and f f  + fd , where fd  is the 

Doppler shift. 

BS  is the band width of the transmitted signal or modulation. Ts is the reciprocal of 

bandwidth e.g. symbol period. Tc  is coherence time and it is the time domain dual of the Doppler 

spread and is used to characterize the time varying nature of the frequency dispersive ness of the 

channel in the time domain. It in interesting to note that Doppler spread and coherence time are 

inversely proportional to one another i.e. 

IC- 1/fm 

2.2.2 Fast Fading 
If the channel impulse response changes rapidly within the symbol duration, the channel 

is known as fast fading channel. It implies that the coherence time of the channel is smaller than 

the symbol period of the transmitted signal. Due to this, frequency dispersion happens. Doppler 

spreading contributes in it too. Frequency dispersion is also called as time selective fading and it 

will be discussed later on in this chapter. If we look in the frequency domain, signal distortion 

due to fast fading increases with increasing Doppler spread relative to the bandwidth of the 

transmitted signal. Hence, signal undergoes fast fading if [23] 

TS  > TT  
And 
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We still have to discuss about the flat fading and selective fading. In context of these two 

fading, it should be noted that when we talk about the fast or slow fading we do not specify that 

if the channel is flat or selective faded. Fast fading only concerns with the rate of change of 

channel due to motion. Here we also ascertain that velocity of the mobile or in other words 

velocity of the objects in the channel and baseband signaling dictates that if the channel 

undergoes fast or slow fading. 

2.2.3 Flat Fading 

A received signal will undergo flat fading if the mobile radio channel has a linear phase 

response over a bandwidth which is greater than the bandwidth of the transmitted signal and 

constant gain. This is the most common type of fading and traditionally discussed in the 

technical literature. One of the characteristics of flat fading is the perseverance of the spectral 

characteristics of the transmitted signal at the receiver. The strength of the received signal 

changes with time and it is due to multipath which is causing fluctuations in the gain of the 

channel. To summarize the flat fading let us have the following equations 

Ts » oT  

And 

BS  <<BC  

where Bs  is the bandwidth of the transmitted signal or modulation. Ts  is the reciprocal bandwidth 

e.g. symbol period. Bc  is the coherence bandwidth and it is defined as the statistical measure of 

the range of frequencies over which the channel can be considered "flat" i.e. a channel which 

passes all spectral components with equal gain and linear phase [23]. vi  is the rms delay spread 

and it is defined as the square root of the second central moment of the power delay profile. 

2.2.4 Frequency Selective Fading 

The channel creates frequency selective fading if it possesses a constant gain and linear 

response over a bandwidth that is smaller then the bandwidth of the transmitted signal. The 

received signal includes multiple versions of the transmitted waveform which are attenuated, 

faded, and delayed in time. This results in a distorted signal. The channel induces intersymbol 

interference. If we look in the frequency domain, certain frequency components in the received 

signal spectrum have greater gain than in others [23]. 
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Frequency selective fading channels are also known as wideband channels since the 

bandwidth of the signal is wider than the bandwidth of the channel impulse response. We can 

depict the behavior of a frequency selective fading channel by the following equations. 

TS  < QT  

And 

BS  > BC  
where TS  is the reciprocal bandwidth, Bs  is the bandwidth of the transmitted modulation, a and 

Bc  are the rms delay spread and coherence bandwidth. 

2.3 Multipath Propagation 

In the previous section we have discussed about fading. Let us consider the principle 

factor which is the cause of this phenomenon. Fading is caused by interference between two or 

more versions of the transmitted signal which arrive at the receiver at slightly different times. 

These waves, called multipath waves, combine at the receiver antenna, to give a resultant signal 

which can vary widely in amplitude and phase, depending on the distribution of the intensity and 

relative propagation time of the waves and the bandwidth of the transmitted signal [23]. 

Multipath in the radio channel creates small-scale fading effects. The three most 

important effects are: 

1. Rapid changes in signal strength over a small travel distance or time interval 

2. Random frequency modulation due to varying Doppler shifts on different multipath 

signal 

3. Time dispersion (echoes) caused by multipath propagation delays 

The causes of multipath propagation are reflection, diffraction and scattering. Let us consider 

them one by one and have an elaboration of them. 
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2.3.1 Reflection 

Reflection occurs when an electromagnetic signal encounters a surface that is large 

relative to the wavelength of the signal. For example, suppose a ground-reflected wave is 

received at a receiver. Because the ground-reflected wave has a 1800  phase shift after reflection, 

the ground wave and the LOS wave may rend to cancel, resulting in high signal loss. On the 

other hand, the reflected signal has a longer path, which creates a phase shift due to delay 

relative to the un reflected signal. When this delay is equivalent to half a wavelength, the two 

signals are back in phase. The reflected waves may interfere constructively or destructively at the 

receiver. 

2.3.2 Diffraction 

Diffraction occurs at the edge of an impenetrable body that is large compared to the 

wavelength of the radio wave. When a radio wave encounters such an edge, waves propagate in 

different directions with the edge as the source. Thus, signals can be received even when there is 

no unobstructed LOS from the transmitter. 

2.3.3 Scattering 

If the size of the signal is of the order of the wavelength of the signal or less, scattering 

occurs. An incoming signal is scattered into several weaker outgoing signals. Scattering effects 

are difficult to predict. 

These three factors affect the performance of the system depending upon the local 

conditions and the movement of the receiver and transmitter. If the LOS is clear between the 

receiver and the transmitter, then diffraction and scattering has minor effect but reflection may 

have a significant impact. If there is no clear LOS available then diffraction and scattering will 

have significant impact [22]. 

2.4 Channel Modeling 

In 1987 Saleh-Valenzuala gave a channel model based on measurements utilizing low 

power Ultra-short pulses of width 1Ons and center frequency 1.5 GHz in medium-size, two 

storey building. In this model he assumed that, multipath components arrive at the receiver in 
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groups (clusters) The arrival of these clusters are assumed to be Poisson distributed with A. 

Within each cluster, the arrival of the multipath components is also assumed to be Poisson 

distributed with A.> A . In this modeling, the channel impulse response is given by [24] 

h(t) = Z o als(t — T1) 
	

(2.7) 

°° 	J em.n ~.l=o in=o am,ne 	8(t — Tm,n — Tm.n 	 (2.8) 

am,n denotes the gain of the nth multipath component of the mth cluster, having phase Bm,n. 

Tm + im,n (zm,o = 0) denotes the arrival time of the nth component of the mth cluster, 9,,,,,n are 

independent uniform random variable over [0 2it] and am,n are independent Rayleigh random 

variable 

In 2002, the channel modeling subcommittee of the IEEE 802.15.3a Task group 

recommended a channel model, which includes aforementioned work as well as recent 

advancements. According to this new model which is nothing but modified version of Saleh-

Valenzuala model, the total number of paths is defined as the number of multi-path arrivals with 

expected power within 10dB from that of the strongest arrival. In this model Rayleigh distributed 

model parameter ai is replaced by log-normal distribution. The phase °m,n are also constrained 

to take values 0 or it , with equal probability to account for signal inversion due to reflection, 

yielding a real valued channel model. 

Let p(t) denote the transmitted pulse of duration T. Si = {p1, P2, ... .., p1 } After multipath 

propagation the received'waveform g(t) is given by 

g(t) = p(t) O h(t) 
	

(2.9) 

_Zi o al p(t — zi ) ' 	 (2.10) 

Iim=o Zoo o amne)Bm,n p(t — Tm — Tm,n) 	 (2.11) 

Where ® denotes the convolution sign. The spacing among multipath delays f ri }l o is in the 

order of nano seconds. These delayed copies of p(t) can be resolved in g(t) if T p is sufficiently 

small. 
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2.5 Multiple Access Schemes 

An efficient multiple access schemes are crucial in this proposed UWB system where 

multiple signals would overlap in time, frequency and space. Time-Hopping (TH) and Direct-

Sequence (DS) are the most popular and simple schemes deployed by UWB systems, as shown 

in Figure 2.5 [2]. In TH-UWB system, each link is assigned a different periodic time hopping 

code for multiple access, which introduces a time offset on generated pulses. The time hopping 

code can also reduce the effect of collisions in multiple access schemes and smooth the PSD of 

transmitted signals. DS-UWB systems assign a different spreading code to each user which 

amplitude modulates basic pulses. 

1 

~  ~  a 
Frame 	'Gli1 

TH code = [4 2 I 31 

DScode=[1 1 —1 1. —1 1 —1 —1 

Figure 2.5 TH and DS-UUWB-IR Signaling Structure. 
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CHAPTER 3 

RAKE Receiver 

3.1 Introduction 

Multipath is a common phenomenon which is depicted during the transmission of 

wireless signals. In this process the transmitted signal proceeds towards its receiver along 

multiple routes while reflecting, scattering and dispersing due to obstacles it encounters in its 

path. The receiver in return hears echoes having, in general, different and randomly varying 

delays and amplitudes. 

To overcome the problems created by the multipath, RAKE receiver's concept was 

evolved and in March 1958 it was presented by R. Price and P. E. Green in their paper [25]. The 

RAKE receiver is so named because of its analogous function to a garden RAKE, each finger 

collects bit or symbol energy similarly like tines on a rake collects leaves. 

These days RAKE receivers are in widespread use, especially in CDMA systems 

employing spread spectrum techniques. In these systems the link improvement is obtained 

through time diversity. Spread spectrum systems are not only resistant to multipath fading but 

they can also exploit the delayed multipath components to improve the performance of the 

system. The RAKE receiver anticipates the multipath propagation delays of the transmitted 

spread spectrum signal and combines the information obtained from the various resolvable 

multipath components to form a stronger version of the signal [25]. A RAKE receiver consists of 

a bank of correlators, each of which correlate to a particular multipath component of the desired 

signal. The Performance Evaluation of RAKE Receivers using Ultra wideband Multipath 

Channels correlators outputs may be weighted according to their relative strengths and summed 

to obtain the final signal estimate. 

In other word, RAKE receiver as a radio receiver designed to encounter the effects of 

multipath fading. It does this by using several sub receivers each delayed slightly in order to 

make it coherent to the individual multipath components. In this process, each component is 

decoded individually and independently and at a later stage combined in order to make the most 

use of the different transmission characteristics of each transmission path. This could well result 

in higher signal to noise ratio, in a multipath communication scenario. 
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3.2 Diversity and Rake Receiver 

The multi-path affected received signal r(t) consists of the superimposition of several 

attenuated, delayed and eventually distorted replicas of a transmitted waveform yn  (t) . When 

propagation fluctuations within an observation time T >> Tb  and pathdependent distortions can 

be neglected, r(t) can be expressed as follows: 

r(t) _ > aj ym(t -- ij ) + n(t) 	 (3.1) 

where n(t) is the AWGN at the receiver input. 

Equation (3.1) can be rewritten for UWB transmissions on the basis of the statistical channel 

model as. 

N K(n) 
r(t) = X ETx 	an,kaap0(t —STS  — ço j  — Tn,k) + n(t) 	(3.2) 

j n=1 k=1 

Where 

• X is the log-normal distributed amplitude gain of the channel 

• ETX  is the transmitted energy per pulse 

• N is the number of clusters observed at destination 

• K(n) is the number of multi-path contributions associated with the nth  cluster 

• an,k  is the channel coefficient of the kth  path within the nth  cluster 

• aj  is the amplitude of the jth  transmitted pulse 

• Ts is the average pulse repetition period 

• cp j  is the time dithering associated to the jth  pulse 

• in,k is the delay of the kth  path within the nth  cluster 

The energy contained in the channel coefficients an,k  is normalized to unity for each realization 

of the channel impulse response, that is: 

N K(n) 

>1 IaTh,kI =1 
	 (3.3) 

n=1 k=1 
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And equation (3.2) can be rewritten as follow 

N K(n) 

r(t) = ERx 	an,kajpo(t — jTs — coj — 'rn.k) + n(t) 	(3.4) 
j n=1 k=1 

Where ERx = X Z ETX is the total received energy for one transmitted pulse. Different from the 

AWGN channel, ERx is spread in time over the different multi-path contributions and can be 

used by the detector if the receiver is capable of capturing all replicas of the same pulse. 

Realistically, the receiver can only analyze a finite subset of NR contributions and the effective 
energy Ee ff , which is used in the decision process, is smaller than ERx , that is 

NR 

2 

Eeff = ERXL raj! ~ ERx 
j=1 

According to equation (3.4), different replicas of the same transmitted pulse overlap at the 

receiver only when the corresponding inter-arrival time is smaller than pulse duration TM . In this 

case, signals associated with different paths are not independent, that is, the amplitude of the 

pulse observed at time t is affected by the presence of multi-path contributions arriving 

immediately before or after time t. Given the characteristics of the propagation channel, the 

number of independent paths at the receiver depends on TM : the smaller TM , the higher the 

number of independent contributions at the receiver input. For IR-UWB systems, the TM value is 

on the order of nanoseconds or fractions of nanoseconds, leading to the hypothesis that all multi-

path contributions are non-overlapping, so that the received waveform consists of several 

independent components [26]. UWB-IR systems can thus principle take advantage of multi-path 

propagation by combining a large number of different and independent replicas of the same 

transmitted pulse. In this case, we say that the receiver exploits temporal diversity of the multi-

path channel to improve performance of the decision process. 

3.4 Common Diversity Techniques 

For the combination of different shifted, delayed and attenuated received signals at the 

RAKE's fingers and for the determination of the desired signal, different diversity techniques are 

used. The most commonly used of them are: 

1. Selection Diversity (SD) 

2. Maximal ratio combining (MRC) 

(3.5) 
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3. Equal gain combining (EGC) 

4. Minimum mean square error (MMSE) 

Let us have a look at each of these techniques 

3.4.1 Selection Diversity (SD) 
With the SD method, the receiver selects the multi-path contribution exhibiting the best 

signal quality and operates the decision on the transmitted symbol based on the observation of 

this contribution only. Choosing the best path guarantees an increase in receiver performance 

with respect to the simple selection of the first path, deriving from having selected the path with 

highest instantaneous SNR. 

3.4.2 Maximal Ratio Combining 
The method of MRC was first proposed by Kahn [23]. In MRC, the different 

contributions are weighted before the combination and the weights are determined to maximize 

the SNR before the decision process. In the presence of Gaussian noise at the receiver, the SNR 

is maximized by applying to each multi-path contribution a weighting factor that is proportional 

to the amplitude of the corresponding received signal. In other words, the MRC method adjusts 

the received contributions before combining them. The adjustment is performed by amplifying 

the strongest components and by attenuating the weak ones. In a single-user communication 

system without ISI, the method that achieves the best performance is the MRC, which ensures 

the largest SNR at the combiner output. 

3.4.2 Equal Gain Combining 
Sometimes, the variable weighting capability for the MRC is not convenient to provide. 

In this condition all the branch weights are set to 1 or unity but, the signals from each branch are 

co-phased to provide equal gain combining diversity. The benefit of using this type of diversity 

is that it allows the receiver to exploit the signals that are received simultaneously on each 

branch. This dictates that the possibility of producing an acceptable signal from a number of 

unacceptable input signals is still retained and the performance is marginally inferior to maximal 

ratio combining [23]. 
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It has been pointed out by [13] that under conditions often occurring in practice, equal-

gain systems will perform almost as well as maximal-ratio systems and this fact is of great 

practical importance. 

3.4.3 Minimum Mean Square Error Combining 

Pateros and Saulnier studied an adaptive correlator receiver for a DS-SS system 

employing BPSK signalling in a single user, time-invariant, multipath environment that has a 

continuum of multipaths but causes no significant ISI [27]. They found that an MMSE receiver 

detected the transmitted data, removed interference and coherently combined multipaths in the 

presence of interference undergoing a static single-path channel. 

A detector employing MMSE combining technique is the best that we can have for any 

linear detectors. Multipath signals are employed in a receiver for the detection of the signal. 

Weights for each path are chosen to give Minimum of the Mean Square Error (MMSE) between 

the combined voltage stream and the signal. 

A major advantage of the MMSE scheme, relative to other interference suppression 

schemes, is that explicit knowledge of interference parameters is not required [27]. The received 

signal can be sampled at the pulse repetition frequency after passing through the correlation 

receiver and the samples are linearly combined using the MMSE criterion, so that the weights are 

chosen to suppress the NBI. 

3.5 Working of RAKE Receiver 

In all the above cases, the receiver takes advantage of multi-path under the hypothesis 

that different replicas of the same transmitted pulse can be analyzed separately and eventually 

combined before decision. The optimum correlator for the present case must include additional 

correlators associated with different replicas of a same transmitted waveform. Such a scheme 

was invented by [25] and is called the RAKE receiver, see figure 3.1. 

[26] 



put 

W1 

Figure 3.1 Rake Receiver with NR  Parallel Correlators. 

In figure 3.1, TL  represents the time duration of the channel impulse response, and z' is the 

decision variable at the output of the RAKE combiner that enters the detector. Figure 3.1 shows 

the structure of the RAKE receiver, which consists of a parallel bank of NR  correlators, followed 

by a combiner that determines the variable to be used for the decision on the transmitted symbol. 

Each correlator is locked on one of the different replicas of the transmitted symbol, that is, the 

correlator mask m1  (t) on the Jth  branch of the RAKE is aligned in time with the jth  delayed 

replica of the transmitted symbol, or: 

mj(t)=m(t—vj ) 
	

(3.6) 

where m(t) is the correlator mask and zj  is the propagation delay that characterizes the jth  path. 

The output of the bank of correlators feeds the combiner. Depending on the diversity method 

implemented at the receiver, a different set of weighting factors {w1, w2......., W NR} is used to 

combine the outputs of the correlators. In the SD case, the weighting factors are equal to zero, 
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except for the factor on the branch corresponding to the signal with highest amplitude, which is 

equal to one. In the case of EGC, all factors are equal to 1, that is , the combiner simply adds the 

outputs of the corrrelators without applying any weighting. In the MRC case, the output of each 

branch is multiplied by a weighting factor, which is proportional to the signal amplitude on that 

branch. Finally, in the MMSE case, Weights for each path are chosen to give Minimize the Mean 

Square Error (MMSE) between the combined voltage stream and the desired signal. 

An alternative but equivalent implementation of the RAKE receiver is shown in Figure 

3.2, where the NR  correlators are preceded by time shift elements. The function of these elements 

is to align all multi-path contributions in time. The advantage of the solution of Figure 3.2 with 

respect to the schemed of the Figure 3.1 is in the possibility of adopting the same correlator mask 

m(t) on all branches of the RAKE. 

Figure 3.2 Rake Receiver with NR  Parallel Correlators and Time Delay Unit 
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According to the schemes of Figure 3.1 and 3.2, the RAKE receiver must know the time 

distribution for all multi-path contributions composing the received waveform. This task is 

performed by supplying the RAKE with the capability of scanning the channel impulse response, 

tracking and adjusting the delay of a certain number of multipath components. Time delay 

synchronization for the different multi-path contributions is based in general on correlation 

measurements that are performed on the received waveform. In addition, if the SD or MRC 

methods are adopted within the combiner, the knowledge of the amplitudes of the multi-path 

component is also required for adjusting the weighting factors. This task is performed in general 

by using pilot symbols for channel estimation. 

The RAKE scheme of Figure 3.2 can be greatly simplified when the channel is modeled 

with a discrete time impulse response. In this case, the different contributions at the receiver are 

spaced in time by a multiple of the bin duration Vt and a single correlators structure is possible 

for the RAKE, see Figure 3.3. In Figure 3.3, the correlators integrates the product between m(t) 

and the received waveform r(t). The output of the correlator is sampled with period Oz before 

passing through a delay unit and a combiner, which implements one of the previously described 

diversity methods: SD, EGC,MRC or MMSE. 

m(t 

[29] 
	t = jTs  + NRV'r 

Figure 3.3 RAKE Receiver for Discrete-Time Channel 



Performance of the RAKE receiver for propagations over a multi-path channel can be 

evaluated by first assuming a specific model for the channel impulse response and by then 

evaluating the probability of error on the symbol PTe  as a function of the ERX  /No  ratio for the 

different diversity methods. Here No  is half sided PSD of AWGN. This analysis is performed in 

general under the hypothesis of perfect knowledge of the coefficients of the channel impulse 

response, or perfect channel estimation. 

The adoption of a RAKE considerably increases the complexity of the receiver. This 

complexity increase with the number of multi-path components analyzed and combined before 

decision and can be reduced by decreasing the number of components processed by the receiver. 

According to equation (3.5), however, a reduction of the number of paths leads to a decrease of 

energy collected by the receiver. A quasi analytical investigation of the existing tradeoff between 

receiver complexity and percentage of captured energy in a RAKE receiver for IR-UWB systems 

is presented in [28]. The results of this analysis show that a RAKE receiver operating in a a 

typical modern office building requires about 50 different RAKE branches to capture about 60% 

of the total energy of the received waveform. In [28], different strategies for reducing the 

complexity of the RAKE are presented and analyzed in terms of P,.e  degradation. The first 

strategy, called Selective RAKE, consists of selecting the LB  best components among the LTOT 

available at the receiver input. The number of branches of the RAKE is reduced, but the receiver 

still must keep track of all the multi-path components to perform the selection. A second and 

simpler solution, called Partial RAKE, combines the first arriving L p  paths without operating any 

selecting among all available multi-path components. As expected, Selective RAKE outperforms 

Partial RAKE since it achieves higher SNR at the output of the combiner. The gap in 

performance, however, decreases when the best paths are located at the beginning of the channel 

impulse response as it happens, in general, when considering LOS scenarios. 
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Chapter 4 

The UWB Radio and WLANBased OFDMSignal 

The UWB and Narrowband concepts have been already discussed in Chapter 1. In this chapter, 

the extension of UWB and Narrowband properties will be examined in more details in terms of 

mathematical representation as well as real time Matlab generated signals. This chapter also 

studies the effect of Narrowband onto the UWB in frequency domain. 

4.1 UWB Transmitter Structure 

A general UWB transmitter block diagram is shown in Figure 4-1 [29]. 

Back end 	 Front end 

• Symbol to 
Meaningful 	 pulse mapping 	

/1/ data 	 • Timing 	 / 
generated by 	 circuitry, etc. 	1 	n 
application 	 \ / 

Pulse 
Bit stream 	 generator 	=mplifier Bits to 

Symbol 

Figure 4-1. A General UWB Transmitter Block Diagram. 

First, , meaningful data are generated by applications that are separate from the physical layer 

transmitter. Applications may be an email client or a web browser on a personal computer, a 

calendar application on a personal digital assistant (PDA), or a digital stream of data from a 

DVD player. This part of the wireless device is often called the "back end". 

This binary information stream is then passed to the "front end" of the transmitter. If 

higher modulation schemes are to be used, the binary information are mapped from bits to 

symbols, each symbol representing multiple bits. These symbols are then mapped onto an analog 

pulse shape which is generated by a pulse generator. Pulses can be optionally amplified before 

being passed to an antenna. Large gain of the amplifier is typically not required and may be 
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omitted since the power spectral of UWB is limited. Precision timing circuitry is required to send 

the pulses out at -specific intervals. 

4.2 UWB Receiver Structure 

A general UWB receiver block diagram is shown in Figure 4-2. The receiver performs 

the inverse operations of the transmitter to recover and pass the data to the "back end" 

applications. 

There are two major differences between the transmitter and the receiver. One is that 

the receiver requires an amplifier to boost the power from the extremely weak received signal. 

The other is that the receiver must perform the functions of detection or acquisition to locate the 

desired pulse among the other signals and then continue tracking the desired pulses to 

compensate any mismatch between the clocks of the transmitter and the receiver. 

Amplifier 

Front end 

• Acquisition 
• Tracking 
• Demapping Pulse 

shape to symbol 

Pulse 
generator 

Symbol 	
Bit stream 

to Bits 

Back end 

Recovery 
meaningful 
data from 

Transmitter, 
And to be used 
by application 

Figure 4-2 A General UWB Receiver Block Diagram. 

4.3 Generation of TH-PPM-UWB Signals 

The properties of UWB have been already described in Chapter 1 which provide a 

foundation to build a simple UWB transmitter. The UWB system under investigating is a time-

hopping pulse position modulation (TH-PPM-UWB) with a single reference 2°1  order derivative 

Gaussian pulse shape p(t).TH-PPM-UWB is most commonly used in the study of UWB. The 

system requires only a single template pulse for reception. Most of the complexity of this system 
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resides in the providing an accurate timing for the generation of the transmitted sequence and 

subsequent reception. The TH-PPM-UWB signals to be generated can be schematized as shown 

in Fig 4.3. 

Bit stream 	 Pulses 
b 	 a 	 d 	 I 	 'STH-PPM-UW 

Channel 	Transmission 	 PPM 	+ Pulse shaper 
coder 	 coder 	 modulator 	 P(t) 

	

1 	NS 1 	NS 1 	 NS 1 Rb =— 	Rcb =—_— 	R -=- 	RP =—=-  

 

Tb  Tb Ts  Tb Ts  Tb TS 

(bitslsec) (bits ) 	symbols/ 	 Rulse sec 	 sec 	 'sec 

Figure 4.3 Transmission Scheme for a TII-PPM-UWB. 

Given the binary sequence b = (... ,b0 , b1 ... , bk, bk+1 .•• • ), generated at a rate of Rb = 1/Tb 

bits/s, the first block repeats each bit Ns times and generates a binary sequence 

(... , b0, bo, bo ... , b1, b1, b1 ... , bk, bk, bk ... , bk+1, bk+L bk+i ... ,) _ (... , ao, a1 ... , ak, ak+1 ... ,) _ 

a at a rate of Rcb = 1/Tb bits/s. This system introduces redundancy code is called a block coder 

indicated as channel coder in the Figure 4.3. 

A second block called a transmission coder applies an integer-value code c = 

(..., co, C1 .•• , Ck , Ck+1 ••• •) to the binary sequence a = (..., ao, a1 ••• , ak, ak+1 ....) and generates 

a new sequence d. The generic element of the sequence d is expressed as follows:® 

dJ =cjTT +aj E 

Where T, and E are constant terms that satisfy the condition cjTc + E <T5 for all cj In genral 

£<Tc . 

The coded real-valued sequence d enters a third block, the PPM modulator, which 

generates a sequence of unit pulses (Dirac. pulses S(t)) at a rate of RP = Ns/Tb = 1/TS pulses/s. 

These pulses are located at time jT5 + d1, and are therefore shifted in time from nominal position 

jT5 by d3 . Pulses occur at times (jT5 + cjTc + a~ E) where code c introduces a time hopping (TH) 

shift on the generated signal. 
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The last block is a pulse shape filter with impulse response p(t). The impulse response 

p(t) must be such that the signal at the output of the pulse shaper filter is a sequence of non-

overlapping pulses. The most commonly adopted pulse shapes is the second derivatives Gaussian 

waveform. 

The signal STH_PPM_uWB(t) at the output of the UWB transmitter can be expressed as: 
00 

STH—PPM—UWB (t) - 	p(t — jT5 — cjTT — a1 E) 	 (4.1) 
j=moo 

The bit interval or bit duration (Tb) is the time used to transmit one bit, the relationship between 

bit duration and symbol duration expressed as Tb = NSTS , where NS is the number of redundant 

bits. The signal in Equation (4.1) emits two different pulse shapes p0(t) and p1(t) in 

correspondence to the information bits "0" and "1". The following scenario generated TH-PPM-

UWB signal using pseudo random number to generate a set of time-hopping (TH) code with a bit 

rate of 50 Mbps. In the case of Figure 4.4, the bit stream is [1 0] and the TH code is [2 1 2 2 1] 

with the time shift introduced by PPM is 0.5 ns and NS = 5. 
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4.4 IEEE 802.11a OFDM WLAN Transmitter Structure 
A narrowband system consists of a transmitter sending a narrowband signal to a receiver 

through a dispersive Rayleigh-fading environment. 

A typical IEEE 802.11 a OFDM WLAN transmitter structure is shown in Fig 4.5 [30]. 

The stream of complex valued sub-carrier modulation symbols at the output of the mapper is 

divided into groups of data sub-carrier. Each group is transmitted in an OFDM symbol. All data 

contains in OFDM symbols is carried by a data carrier and reference information is conveyed in 

the pilot carriers. 

Binary 	Scrambler 	Covolutional 	Puncturer, 	Modulator 
source 	 Encoder 	Interleaves 

Serial 	 Parreler 
to 	 IFFT 	 to 

Parreler 	 Serial 	Cyclic 
Pilot  	 Prefix 
Addition 	 ' Addition 

Figure 4.5 Block Diagram of a Typical OFDM Transmitter (IEEE 802.11a 
Standard) 

There are NSD  data sub-carriers and NS p pilots sub-carrier for each symbol. Each symbol is 

constituted by a set of sub-carrier (NST ) and transmitted with a duration TS . This symbol interval 

consists of two parts: a useful symbol with duration TU  and a cyclic prefix with duration Tc p. The 

cyclic prefix is a copy of the last Tcp  / T samples of the symbol part and attached in front of the 

symbol part when the symbol is sent. Where T is sampling time of OFDM sysmbol. 
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4.5 IEEE 802.11a OFDM WLAN Receiver Structure 
At the front-end of the receiver, OFDM signals are subject to synchronization errors due 

to oscillator impairments and sample clock differences. The demodulation of the received radio 

signal to baseband, possibly via an intermediate frequency, involves 30 oscillators whose 

frequencies may not be perfectly matched with the transmitter frequencies. This results in a 

carrier frequency offset. 

In addition, demodulation usually introduces phase noise acting as an unwanted phase 

modulation of the carrier wave. Carrier frequency offset and phase noise degrade performance of 

the OFDM system. When baseband signals are sampled at the A/D converter, the sample clock 

frequency at the receiver may not be the same as the one at the transmitter. Not only this sample 

clock offset causes errors, it also makes duration of an OFDM symbol at the receiver to be 

different from that at the transmitter. If the symbol clock is taken from the sample clock then 

variations in the symbol clock will occur. Since the receiver needs to determine when the OFDM 

symbol begins for proper demodulation with the FFT, a symbol synchronization algorithm at the 

receiver is usually necessary. Symbol synchronization also compensates for delay changes in the 

channel. 

Channel estimation in OFDM is normally performed with the aid of pilot symbols. Since 

each subcarrier is flat fading, techniques from single-carrier flat fading systems are directly 

applicable to OFDM. In OFDM system, the pilot-symbol assisted modulation (PSAM) on flat 

fading channels involves the sparse insertion of known pilot symbols in the stream of data 

symbols. Attenuation of the pilot symbols is measured and the attenuations of the data symbols 

in between these pilot symbols are typically estimated/interpolated using time-correlation 

properties of the fading channel. After successfully achieving synchronization, the OFDM 

signals are passed onto the demodulator, de-interleaver and finally to the Viterbi decoder. 

4.6 Generation of IEEE 802.11a OFDM WLAN Signals 

In general, OFDM system subdivides its available bandwidth into smaller frequency 

bands. For each sub-band, different types of modulation can be adopted for data transmission and 

the IR method certainly cannot be applied. The most popular criterion, which has already studied 

in the IEEE 802.1 la is based on the well-known Orthogonal Frequency Division 
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Multiplexing(OFDM) method. Conceptually, OFDM technique consists of the parallel 

transmission of several (OFDM) signals that are modulated at different carrier frequencies fm . 

The sequence binary bit stream forms the input of the OFDM modulator is sub-divided 

into groups of K bits used to generate blocks of N symbols {d o , d1......., d, ......, dN _1}. The 

generic dm  assumes one of L possible values, which is K = N loge  L. The symbols are then in 

turn modulated with different carriers. To transmit the N symbols of a block in parallel, the 

signals modulating different carriers must be orthogonal in frequency (i.e., the cross products of 

these carriers are equal to zero). If To  is the time used to transmit each symbol on the 

corresponding carrier, the orthogonality among different transmissions can be achieved by 

adopting Of = 1 / To, Where Vf is equally spaced carrier. In addition, a time guard interval TG  

is introduced between transmission of the subsequent blocks to prevent Inter-Symbol 

Interference (ISI). The total OFDM symbol duration is thus T = To  + TG  leading to a maximum 

symbol rate of 

N  N  _ 
RS 	T + T T0  TG 

The length of the guard interval is usually about 20-30% of the total symbol duration T. In 

general, the guard interval is used to transmit a copy of the final border section of the OFDM 

symbol. This guard is known as a cyclic prefix. The prefix is introduced to maintain carrier 

synchronization at the receiver in the presence of time dispersive channels. The length of the 

cyclic prefix is obviously limited by the duration of the guard interval. At the receiver end, the 

cyclic prefix is firstly removed. 

When comparing the bandwidth of NB, which is about 16 MHz to 3.6 GHz of the UWB, 

the former bandwidth is extremely small, and thus, NB signal can be treated as a tone in UWB 

system. The impact of NBI on single user UWB systems was studied in literature review in 

chapter 1. A DS-CDMA system is shown to resist NBI from IEEE 802.1 la OFDM signals [31], 

where the NBI was modeled as the multiple access interference (MAI). The use of a maximal 

ratio combiner (MRC) can suppress MAI but not NBI [12]. BER expressions were derived in 

[21] for a multi-user time hopping (TH) system operating over a pure AWGN channel (i.e., NBI 

is not present). These can be used as a benchmark to study the performance of NBI suppression 

schemes. From [9], The UWB performance affected by NBI is the case when power of NBI is 

higher compared to the UWB power or both central frequencies are close to each other. 
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CHAPTER 5 

NBI Suppression 

5.1 Introduction 

The robustness of ultra-wideband (UWB) signals to multipath fading is due to their fine 

delay resolution, which leads to a high diversity order once combined with a Rake receiver. In 

order to reduce the Rake complexity while keeping an acceptable system performance, a partial 

suboptimum Rake receiver, that combines the first arriving paths out of the available resolved 

multipath components (called PRake), can be used [32]. 

The performance of a direct-sequence coded division multiple access (DS-CDMA) UWB 

systems in the presence of NBI has been considered in using a maximal ratio combining (MRC) 

technique. This combining technique can alleviate the effect of multiple-access interference 

(MAI) on the system performance, but does not suppress NBI. 

Minimum mean square error (MMSE) technique is a well known interference 

suppression scheme [33]. In this chapter, The performance of time-hopping ultra-wideband (TH-

UWB) system is analytically investigated in a UWB realistic multipath channel and in the 

presence of narrowband interference (NBI). The discussed technique is based on the use of a 

Rake receiver followed by MMSE combining. After correlation, the received signal is sampled at 

the pulse repetition frequency. The obtained samples are weighted and linearly combined using 

the MMSE combining (MMSEC) criterion, so that NBI can be suppressed. Both pulse position 

modulation (PPM) and pulse amplitude modulation (PAM) schemes are considered. The NBI 

signal is modeled as a traditional single carrier BPSK modulated waveform. The expressions of 

the signal-to-interference and noise ratio at the output of the selective Rake combiner, the system 

multi-access data rate as well as the conditional bit error rate are also derived. 

The impact of different parameters, such as the number of selected dominant paths, the 

NBI power as well as the time hopping sequence code on the system performance are discussed 

in next chapter through simulation. 
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5.2 TH-PPM-UWB System Model 
The typical TH-UWB transmitted signal can be expressed as 

00 

Str = 	al"NSJ wtr (t — jTf  — cjT. — Sbu/NJ) 	 (5.1) 

• j: indicate frame number 
• wt,.(t): transmitted Monocycle waveform 
• T f : pulse repetition time 
• c3: Time hopping (TH) Sequence, can take on any value between 0 to (Nh  — 1) 
• Nh :Number of hope 
• Tc : chip duration, that satisfy NhTc  < Tf  

In a typical TH-UWB system, each data symbol is transmitted over multiple monocycles. Denote 

by NS  the number of pulses that correspond to the information bit, then the symbol rate denoted 

by R5 , is simply given by RS  = 1  
NSTf 

Both PPM and PAM modulation have been suggested for TH-UWB systems. In PAM 

UWB systems the information is conveyed by the series {al /NS]}  where  [.1  denotes the integer 

part. [aUlNSJ}  takes. on value ±1 while bU/NSJ = 0 for all j. However, in PPM UWB systems the 

information is conveyed by the series {bu,N5 J} which takes value ±1 while aU,NSJ = 1 for all j. 

The parameter S is a time shift added to a monocycle when we transmit the bit " + 1" and 

subtracted when we transmit the bit " — 1". 

S is the order of Tm  where the monocycle waveform w(  t) is nonzero only in interval 

[0, Tm ]. Modulated data denoted by dU/N5 J , where 

aWNJ 	for PAM 
dLilNSJ = bUINSJ 	for PPM 	

(5.2) 

In this chapter, consider an L multipath component UWB frequency selective channel [34]. The 

receiving antenna system modifies the shape of the transmitted monocycle wtr (t) to its 

derivative wre.(t). Many types of pulse shapes have been suggested for TH-UWB systems, 

among them the second derivative of Guassian pulse wave use as transmitted monocycle 

waveform, which are used in the numerical results. 
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In the receiver side received signal r(t) can be modeled as: 

r(t) = M(t) + 1(t) + n(t) 
	

(5.3) 

Where M(t) is received UWB signal after passing through UWB channel, And expressed as 
0o 	L-1 

M(t) _ 	aI wrec(t —JTf — cjTc — Sbu/NJ — zl) 	(5.4) 
j=—CC 	1=0 

Where, 
• a1 denote the fading amplitude over lth propagation path of received UWB signal 
• zl denote the delay over 1th propagation path of received UWB signal 

Where NBI term I(t) modeled as a traditional single carrier BPSK modulated waveform, given 

by 

CO 

1(t) = 2P, cos(wot + 0) Y, gkz(t — kTl — zl) 
	

(5.5) 
k=—m 

Where, 
• z(t) is the baseband waveform shape. 
• PI is the average transmitted power of Narrowband waveform. 
• wo = 2ir fo, is the carrier frequency of Narrowband waveform. 
• 0 is the random phase of Narrowband waveform. 
• f9k} is the randomly modulated BPSK symbol, where gk ef±1}. 
• T1 is the symbol period. 
• z1 is random delay, uniformly distributed in [0, T1]. 

Finally, the random variable n(t) denotes the received AWGN noise which is modeled as 

N(0, cr ). Where cr = Z~ is variance of AWGN noise, And No is half sided power spectral 

density of AWGN noise. 

• In the next section, analyze the performance of an innovative MMSE-Rake receiver 

that is able to suppress the NBI and estimate the desired user transmitted data, d1 INsJ. 
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5.3 MMSE-RAKE Receiver for TH-UWB System 
The Rake receiver is widely employed in wideband systems in order to take advantage of 

the frequency selective channel. Indeed, it resolves the components of the received signal and 

combines them to provide multipath diversity. The number of combined multipath components 

in a typical Rake combiner is limited by several factors including the design complexity. 

A major advantage of the MMSE scheme, relative to other interference suppression 

schemes, is that explicit knowledge of interference parameters is not required. In this section, 

will use a P-Rake receiver based on a bank of correlator fingers followed by an appropriate 

MMSE technique, as shown in Fig. 5.1 [35]. 

Ejv(t— it —jTf —cjTC ) 	 c1 

VS] 

>jv(t—zip —jTf —cjTC ) 	 WLp 

Figure 5.1 MMSE-Rake Receiver Model for TH-PPM-UWB System. 

Each correlator branch consists of a summation of the N, pulse correlations of the received signal 

with the locally generated correlator's template waveform corresponding to the j th  frame of user 

of interest. The pulse correlator's template, Vrec  (t), is shifted to different times, the jth  template 

frame normally starting at time jTf  + cjTc  + Ti. . 

Assume that the receiver knows the channel perfectly as well as the time asynchronism 

between its signal clock and the receiver clock. That is, the receiver is perfectly locked to the 

signal from user. Then correlation output of each Rake finger is given by 
NS-1 

Y1. _ Y, fT r(t)v(t —jTf  — cjTc  — rcl,)dt 	 (5.6) 
j=01,+jT f 
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Where l' = 0,1,2, ...., Ll, — 1. And L p is number of P-RAKE finger. 

where v(t) is the correlator's template signal expressed as 
V ( t ) =  fWrec (t) 	 for PAM 

wrec (t — S) — Wrec (t + S) 	 for PPM (5.7) 

As wrec(t) is non-zero only in the time interval [0, T,,,,], the support of the template, v(t), is 

[T,v1, T,2] _ c[0, Tm] 	 for PAM 
[—S, TM + S] 	for PPM 

The substitution of the received signal expression r(t) from equation (5.3) into the correlator 

output expression (5.6) yields to 
Ns-1 

Yl•=~
JTVZr(t + jTf + c1Tc + r l,)v(t)dt 	 (5.9) 

j=o T,I 

Yl, = Ml, + I. + Ni, 	 (5.10) 

Where, Ml, denote the output of l' correlator finger due to TH-PPM-UWB signal, And its given 
by 

N-1 

fT

"

,

Tv2 
M1, _ 	 M(t + jT f + cjTc + rl,)v(t)dt

j=O 1 

Likewise, I. denote the output of l• correlator finger due to NBI signal input, And its given by 
NS-1 f IV2 

Il , _ 
	

I (t + jT f + clTc + zi,)v(t)dt 	 (5.12) 
j O TV1 

And, N1 denote the output of l' correlator finger due to AWGN noise input, And its given by 
NS 1 

Tv2 

NL, _ 	
J 

N(t + jTf + c jTc + T1.)v(t)dt 	 (5.13) 
T,1 

For develop a closed form expression for the output of the correlator finger, Let define the cross- 

correlation function between the received monocycle pulse, w(t), and the correlator's 

template signal, v(t) is given by 
Tv2 

J wrec(u + vT f + wTc + xTm — z)v(u)du 	,for PAM 
TV1 

P (v,u',x ) (z) 
_  

Tv2 

J Wrec(u + vT f + WTc + xT,,,, — z -- 8)v(u)du 	,for PPM 
Tvi 

(5.14) 

(5.8) 

[42] 



Where, v, w and x stand, respectively, for the coefficient of Tf , Tc , and Tm in the argument of the 

received monocycle pulse wre.(t). 
When consider TH-PPM-UWB signal with NBI signal, cross-correlation function 

between wrec(t) and v(t) takes on a value different from zero if and only if 

vTf + WTc + xT,,,, = 0 

i.e 

P(v,w,x) (t) = 

"Tvi Wrec(u—T)Wrec(U)du 

f Tvz Wrec(U — Z — S) (Wrec(u — S) — wrec(u + s))du 
Tvi 

0 

(5.15) 

for vT f + wTc + xT7z = 0 and , 

for vT f + WTc + xTm = 0 and i 
if vTf + WTc + xTm * 0 

(5.16) 

Using this property of the cross-correlation function between wrec(t) and v(t), the desired and 

multi-access term Ml, can be expressed as 
NS-1 	L-1 

d11/N5l I al P(-p1,1.,o,Q1,1.) (z) 
j=o 	l=o 

(5.17) 

Where the difference between the delays over the lth propagation path of the signal received 

from the user and the lth propagation path of the desired user signal can be modeled as 

T j — Tl, = f31,1,Tf + µl i, 	 (5.18) 

Here, /9, is the value of time uncertainty ii — 	rounded to near frame time. And y, is the 

error in this rounding process, is a uniformly distributed random variable over —Tf/2 Tf/2 

Since the delay over the lth propagation path of the signal received from the user satisfy 

0 _<zl <NSTf , Where Tf = 

so the error in this rounding process µl ,~, can be approximated as µ1,i, = QI,I ,Tm 

Here, 	its an integer uniformly distributed over the interval [0, N N 	1] with N = T ~Ql,l~ 	g 	Y 	 ~ 	h c — ~ 	c — c7'm 
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At the reception, each user, employs a Partial Rake combining receiver composed of L p 

correlators corresponding to the L p selected paths out of the L available paths. Then combined 

output signal of the Partial Rake receiver can be written as 

SCOMB = W (MLP + 'L + NLP) 	 (5.19) 

SCOMB = M + I + N 	 (5.20) 

Where, 

• M = W. M Lp , stand for combined output signal of the Partial RAKE receiver due to TH- 

UWB signal input, Where ML p = IMO, M1......., 

• I = W. I Lp , stand for combined output signal of Partial RAKE receiver due to NBI signal 

input, Where ILp = [l0,11. ....... IL p _1,. 

• N = W. N ip , stand for combined output signal of Partial RAKE receiver due to AWGN 

noise input, Where NLp = [No, N1, ......, 

• W is weight coefficient vector, is given by 

W = Iwo, Wl, ... ... , WL p _1] 

Where, wl, for 1' = 0,1,2. ...., Lp — 1, is weight coefficient chosen to minimize the mean 

square error, is given by 

MSE = E [ld[jlNj — wlYl-I2 ] 	 (5.21) 

Using the property of the cross-correlation function between w,-..(t) and v(t), the desired UWB 

term M can be expressed as 
Lp-1 L-1 

M = N dI I a w. 	(z) 	 (5.22) 
S ~l lNsl 	1 l P(-QI l-A,QIb .) 

1=0 1=0 

Hence, the desired user signal energy term is 

ED = E[M.M] 	 (5.23) 

ED 	 a 	
L -

W, 2 Q,. 	 (5.24) 
D = N s ~1  ,=0~  IZ1p

1 
0  1I  11 

Where, 61,1 = 
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As the NBI term is fully contained within the bandwidth of the UWB waveform. The NBI 

symbol period T1  is much greater than the monocycle pulse repetition interval T f  . Therefore, due 

to the limit of the Rake finger delays, the summation over the narrowband modulated symbols 

can be truncated [12]. 

There for NBI signal energy term at the output of RAKE receiver is given by 

E1  = E[I.I] 	 (5.25) 

L p-1 2  
Tv2  T 2  

EI  = Ns 1 w1' f 	R1(t — i)v(t)v*(r)dtdr 	 (5.26) 
 J

1' =o 	T71  T"1  

Where, * denote conjugate and R1  (T) denote auto-correlation function of NBI signal and given 

by 
00 r  

R,(z) = J I (t)I*(t + t)dt 	 (5.27) 

Then, 

Lp-1 2  

EI  = NS I wi. E1 	 (5.28) 

Where, EI„ = 
Tv2 f vi Rr(t — c)v(t)v*(r)dtdi 

At last the output terms of the Partial Rake combining receiver due to the AWGN noise is, 

N = W. N Lp  , are i.i.d. Gaussian random variables with zero mean and variance u,2,,,, where 

Lp-1 2  

a-2  -  ec Nz 	 L:2tt  i0 	w . 	 C5.29  — s 	 ) 

Let E. = f 00  v 2  (t) dt ,Then 

Lp-1 2 

Qrc =Ns Z° 	w l, E„ 	 (5.30) 

In the next section will find optimal weight vector based on MMSE for combat NBI in TH-PPM-

UWB system. 
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5.4 Calculation of the MMSE-Rake Optimal Weights 
The weight vector used for combining at the P-Rake receiver is the one that minimizes 

the Mean-Square Error (MSE) given by 

MSE = E [ 	— wl-yl' 12 j 	 (5.31) 
And the optimal MMSE weight vector, wl. to detect user's jth bit satisfies 

wl. = argminwc,[IIw1.IIE[Iyi,I2 ] — 2 Re(wl ,E[dU/Nlyl.]) ] 	 (5.32) 

Using the expression for yl, given in eq. (8), The quantity E[Iy1.12] can be re-written as 

E[1y142] = ED + EI + Urec 	 (5.33) 

Using eqs 

L-1 	L p-1 	2 	Lp-1 	2 	L p-1 	2 

E[IYLI Z]=Ns 	l I ~a Z 	 wl w. o Z + I. 	v E + 	 w1, E 	(5.34) l 	l,l 	 I 	2 	 v 
1=0 	l'=0 	 t=o 	 L=0 

Where, 

° l ,l' = f f- , P(-ac.n.o,Qc.c) (z) dz 	 (5.35) 

And the quantity E[du/N5 jy t,] can be wirtten as 

E[d[J/NS]yl,] = N5p(0,0,0) ('r)at• 	 (5.36) 

Thus, the optimal weight that minimizes the MSE is given by 

P(°,0,0) (T) al  wt' 	 ~+L 1 	z 	Z 	N 	Z 	 ( 5.37) 
Ns 

(EL-1 
 lal12 IG1. 0 wt, Gil, + IiO wt'I EIv + 

	IZLp-1
1 0 wt'I Ev ) 

or in simple way, can say [27] 

- . = P(°'°'°) ('r) ali 5.38 

	

L (RS+R1+RN) 	
(5.38) 

Where, RS , RI , and R N are respectively, the autocorrelation of the signal, the NBI and the noise. 

5.4 System Average Bit Error Rate 
For evaluation BER of system, considering indoor environment, the fading is assumed to 

be sufficiently slow that a large number of bits are transmitted essentially over the same channel. 

In this case and in order to easily evaluate the system performance, a numerical method is 

considered to average the conditional BER conditioned on the channel conditions, the 

characteristics of the used MMSEC-Rake and the parameters of NBI. 
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Let the expression for desired UWB term, M can be re-written as 
Lp-1 L-1 

M = all,,N j i > aix l P(z) (5.39) 
t•=o 1=0 

For simplicity, Let define desired UWB signal vector 
T 

D = [Djb, D11 , ......, D1Lp _ I ] 

Where, 
L-1 

Dl. _ 	alllN j 	alP(-P, l.,o.QU,U•) (T) 
(5.41) 

t=o 
Here, P is the average transmit power of the UWB signal and its given by 

Tc 

P = Bs J E[s (t)]dt (5.42) 
0 

And Bs  is the occupied bandwidth of the transmitted waveform. 

Using the above equation the output of the Partial Rake receiver due to UWB signal input can be 

written as 

M 
 = BW. D (5.43) 

s 
And the received NBI term signal vector can be written as 

Bs  
'NBI = 	/--- I 

V t 
(5.44) 

Here, Pt  is the total NBI average power. 

The combined output of the Partial Rake receiver can be written as follows: 

SCOMB = M + I + N (5.45) 
VP 

SCOMB = B W. D + B W. I NBJ  + W. N B5 	s 
(5.46) 

Here, SCOMB  is a conditional Gaussian random variable conditioned on the channel conditions, 

the characteristics of the MMSEC-Rake used, NBI parameters. The conditional mean of SCOMB 

is M + I and its variance is o- eC  as given in eq (5.29). 
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Therefore, the TH-UWB conditional Bit error rate (theoretical) is 

2Eb  W. D + pt  W. Irval 
BERCOND  = Q 	 (5.47) 

NSNO TjZ  o  wi rNS Ev 
Here, Q [.1  denotes as Q-function, that is define as 

00 

Q [Z] = J 2rc exp 
(_2i2)dy 

z 

(5.48) 

And from eq. (5.24), (5.28) and (5.30), signal to noise plus interference ratio is define as 

SNIR = ED 	 (5.49) 
E1 + 6rec 

And signal to noise ratio is 

SNR = ED  z orec 
(5.50) 

[48] 



Chapter 6 

Simulation Results and Discussion 

In this chapter, first the simulation set-up is described and followed with the simulation results. 

The chapter ends with analysis and discussion of the simulation and its results. 

6.1 Simulation Set-up 

MATLAB was used to generate the UWB signal wtr (t) and the Narrowband signal I(t) 

presented in Chapter 4. And also used to construct a MMSE-RAKE receiver as described in 

Chapter 3. The block diagram of the simulation is shown in Figure 5-1 below. 

n(t) 

UWB Transmitter.: w  ( 	UWB rr t) 
:(TH-PPM-U\VI3) 	Channel 

f(t) 

NBI Transmitter 	I(t) 	Rayleigh 
(IEEE 802.1 la) 	 Fading 

Channel_. 

1(t) 

Figure 6.1 Simulation Block Diagram. 

As shown in the simulation block diagram, the signal wtr(t) after passing through UWB 

communication channel and AWGN becomes f (t) . The NB signal 1(t) after passing through 

Rayleigh Fading channel becomes - 1(t) . Signal r(t) is the result of the addition between f (t) 

and — I(t). The NBI signal is being detected from r(t) and suppressed. Signal wt,.(t) is the 

UWB signal recovered after NBI suppression. The symbol Fn  denotes the number of fingers of 

[49] 
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the rake receiver. The block BER With NISI suppression gives the results a to 	is 

suppressed from the UWI3 system. These simulation results are available in section 6.3 based on 

MMSE-RAKE receiver analysis in Chapter 5. 

6.2 Simulation Parameters 

In Table 6.1 shows the parameter value of TH-PPM-UWI3 system, Table 6.2 shows the 

parameter value of NISI (IEEE 802.11 a OFDM WLAN) and Table 6.3 shows the parameter 

value of IEEE 802.15.3a proposed CM 1 Channel model (LOS 0-4 m), that is used in simulation. 

TABLE 6.1 

Value of the Principal Parameters for the TII-PPM-UWB System 

Parameter Symbol Typical Value 

Fudge factor tau 0.2 ns 

Impulse Width TP 0.5 ns 

Frame Width Tf 20 ns 

Modulation Index g 0.15 ns 

Chip Width TT I ns 

Number of Hopes Nh 5, 10 

Repetition Code Length N 
s 

2 

Number of bits 
d 1J/NsI 

1000 

TABLE 6.2 

Value of the Principal Parameters for the NBI (OFDM System) 

Parameter Symbol Typical Value 

Total Number of Sub Carrier NST 52 

FFT Size nFFT 64 

Length of Cyclic Prefix CP 16 

Number of Transmitted Bits nl3it 1300 
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TABLE 6.3 

Value of the Principal Parameters for CM1 UWB Channel (LOS 0-4 m) 

Parameter Symbol Typical Value 

Cluster Arrival Rate A(1 / ns) 0.0223 

Ray Arrival Rate A,(1/ns) 2.5 

Cluster Decay Factor r(ns) 7.1 

Ray Decay Factor y(ns) 4.3 

Standard Deviation of Cluster Fading a1(dB) 3.3941 

Standard Deviation of Ray Fading a2  (dB) 3.3941 

Standard Deviation of Lognormal Shadowing o(  dB) 3  

6.3 Simulation Results 

In this section, present BER performance results based on analysis in section chapter 5, 

And simulated the decision variables indicated in equations (5.32) and (5.37). The parameters 

used for the simulation and their typical values are listed in Table 6.1 to Table 6.3. In our 

simulation, for calculation of the BER for TH-PPM-UWB systems, considered second-order 

Gaussian monocycle. And considered CM1 (LOS 0-4 m) UWB channel. However, simulation 

can be run for arbitrary pulse shapes with different values of Ns  and for other UWB channel such 

as CM2 (LOS 4-10 m), CM3 (NLOS 0-4 m) and CM4 (Extremely NLOS, Multipath channel). 

The BER performance comparison of All RAKE, Selective RAKE and Partial RAKE 

receiver with MMSE combining for various Time Hopes and for different SIR are shows in 

upcoming sections. 
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6.3.1 BER for Different Number of MMSE-RAKE Finger 
Fig. 6.2 shows BER performance of the for different number of MMSE-RAKE finger. 

Partial RAKE, combines the first arriving Lp paths without operating any selecting among all 

available multi-path components. As we can see, as number of RAKE finger increase in 

particular RAKE receiver, BER performance also improve. Like, performance of Partial MMSE-

RAKE receiver for number of RAKE finger Nh = 8 (L=8) is better than number of RAKE finger 

Nh = 2 (L=2). As we can see, BER improvement with increasing SNR is better in Partial 

MMSE-RAKE receiver with number of RAKE finger Nh = 8 compare to Partial MMSE-RAKE 

receiver with number of RAKE finger Nh = 2. And All RAKE receiver, combined of all arriving 

multipath component, but this receiver increase complexity of receiver drastically compare to 

Partial MMSE-RAKE receiver. So as usual All MMSE-RAKE receiver outperform Partial 

MMSE-RAKE receiver since it achieves higher SNR at the output of the combiner. 
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Figure 6.2 BER Performance for Partial MMSE-RAKE Receiver 

Another strategy is called Selective RAKE, consists of selecting the LB best components among 
the Lo r available at the receiver input. From Fig. 6.3 can see, Selective MMSE-RAKE receiver 
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BER performance is improve with number of RAKE finger increase (S=2 to S=8). And again 

All RAKE receiver, combined of all arriving multipath component, So as expected All MMSE-

RAKE receiver perform better than Selective MMSE-RAKE receiver. 
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Figure 6.3 BER Performance for Selective MMSE-RAKE Receiver 

Also from figure 6.4, can analysis the BER performance of P-RAKE, S-RAKE and A-RAKE 

receiver. The first strategy, called All RAKE receiver, combined of all arriving multipath 

component, but this receiver increase complexity of receiver drastically. Another strategy is 

called Selective RAKE, consists of selecting the LB best components among the LTOT available 

at the receiver input. The number of branches of the RAKE is reduced, but the receiver still must 

keep track of all the multi-path components to perform the selection. A third and simpler 

solution, called Partial RAKE, combines the first arriving Lp paths without operating any 

selecting among all available multi-path components. As expected, All RAKE outperform 

Selective RAKE and Partial RAKE. And Selective RAKE outperform Partial RAKE. The gap in 

performance, however, decreases when the best paths are located at the beginning of the channel 

impulse response as it happens, in general, when considering LOS scenarios. 
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Figure 6.4 BER performance for different MMSE-RAKE receiver 

6.3.2 BER for MMSE-RAKE Receiver for Different TH-Sequence 
Fig. 6.5 shows BER performance of the for All MMSE-RAKE receiver for different 

number of Time Hopping sequence. As fig. shows with increasing Time hopping sequence 

number, BER performance of All RAKE receiver not improve much. Cause All RAKE receiver, 

combined of all arriving multipath component, So it already given best performance in compare 

to other RAKE receiver. So even for increasing Time hopping sequence number BER 

performance for NBI suppression not improve much. But for high SNR at input of receiver, All-

RAKE receiver perform better for more Time hopping sequence. But in case of MA! (Multiple 

Access Interference), increasing Time hopping sequence number effect more. It improve the 

BER performance of All-RAKE receiver drastically [35]. 

[541 



0 	 BER VS EXNO 
10 

-------------------------- - --- 	ALL RAKE;THSeq=10 ------------- ------------ 

10' I _ -- 	------------- 	------------- 	------- 

ac --- --- 	---------------- 	---------- ------ 	-------------- ---- 	-------------- ----- 	------------- - 
W ------------------ 	-- 

---------- 
-- ----------- 

10 2 --------------  ------------ 
__ 

-----------------  

	

-- 	----------------~----- 	----- 
-- 	-- 	-------_-- 	------___ 	----- 

> 	-------- 
!. 	___----_ 

> --- ----- 	- 	---r 

10 3 
0 2 4 	6 	8 10 	12 

Ex/NO in dB 

Figure 6.5 BER performance for All MMSE-RAKE receiver for different Time hopping 

sequence (Nh=5 and Nb=10) 

Figure 6.6 shows BER performance of the for Selective MMSE-RAKE receiver for different 

number of Time Hopping sequence. As figure shows with increasing Time hopping sequence 

number, BER performance of Selective RAKE receiver is improve with SNR. Again for high 

SNR at input of receiver, Selective-RAKE receiver perform better for more Time hopping 
sequence. 

Fig 6.7 shows BER performance of the for Partial MMSE-RAKE receiver for different 

number of Time Hopping sequence. As both figure show for high SNR at input of receiver, BER 

improvement in Selective Rake receiver is better than Partial Rake receiver. Number of Rake 

finger uses for both simulation is 8 (F„=8). And different TH sequence is 5 and 10 (Nh= 5 and 
10). 
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Figure 6.6 BER performance for Selective MMSE-RAKE receiver for Different Time 

Hopping Sequence (Nh=5 and Nh=10) 
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Figure 6.7 BER performance for Partial MMSE-RAKE receiver for Different Time 

Hopping Sequence (Nh. 5 and Nh=10) 
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6.3.3 BER for MMSE-RAKE Receiver for Different SIR 
Fig. 6.8 shows BER performance of the for All MMSE-RAKE receiver for different 

signal to interference ratio (SIR) that is given by equation (5.49). As figure show, even with 

increasing SIR at input of receiver BER performance of All Rake receiver is not much changes, 

even with increasing SIR for high SNR at input of receiver, BER performance of All RAKE 

receiver is almost similar. 
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Figure 6.8 BER performance for All MMSE-RAKE receiver for different SIR 

(SIR = -10dB and -20dB) 

Fig. 6.9 shows BER performance of the for Selective MMSE-RAKE receiver for different SIR. 

As fig. shows for high SNR at input of receiver BER performance of S-RAKE is improve a lot 

with increasing SIR. Fig 6.9 and Fig 6.10 also shows that, for high SNR, the BER performance 

of S-RAKE receiver even when SIR is -20 dB is better than P-RAKE receiver (when SIR= -10 

dB for P-RAKE receiver). 
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Figure 6.9 BER performance for Selective MMSE-RAKE Receiver for Different SIR 

(SIR = -10dB and -20dB) 
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Figure 6.10 BER performance for Partial MMSE-RAKE Receiver for Different SIR 

(SIR = -10dB and -20dB) 
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CONCLUSION AND FUTURE WORK 

The TH-PPM-UWB system was analyzed in a realistic UWB frequency selective channel 

and in the presence of NBI for various time hopping sequence lengths and for different SIR. 

From previous work it demonstrated that TH reduces the impact of multiuser interference but 

does not combat NBI. To suppress NBI, a MMSE-Rake multipath diversity receiver was 

described and the effect of OFDM signal as NBI signals was investigated. 

A major advantage of the MMSE scheme, relative to other interference suppression 

schemes, is that explicit knowledge of interference parameters is not required. The received 

signal can be sampled at the pulse repetition frequency after passing through the correlation 

receiver and the samples are linearly combined using the MMSE criterion, so that the weights are 

chosen to suppress the NBI. 

In chapter 5, The conditional bit error rate performance, the SNIR at the output of the 

selective rake receiver combiner as well the system data rate performance were analytically 

evaluated as a function of the number of the selected paths as well as the NBI characteristics. In 

chapter 6, Results show that for a realistic UWB indoor channel, the MMSE-Rake receiver is 

able to combat NBI with an SIR as high as -20 dB. In addition, simulation results shows BER 

performance comparison of All MMSE-RAKE, Selective MMSE-RAKE and Partial MMSE-

RAKE receiver for NBI suppression for various TH and different SIR. In particular, even the 

partial MMSE-RAKE receiver can achieve a high level of NBI suppression, crucial for any 

UWB receiver, while requiring only a small modification of the traditional Rake receiver. 

The UWB system in this report is assumed to be perfect synchronization and accurate 

signal acquisition with the second order Gaussian mapping waveform. Future works can be 

extended to non-ideal synchronization and signal acquisition with higher order of Gaussian 

mapping waveforms. And also Future works can be extended to adaptive minimum mean square 

error (MMSE) Rake receiver for UWB-IR system in multipath channels_to suppress Narrowband 

Interference (NBI). 
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