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Chapter-1 

Introduction 
1.1 Motivation 

Over the last two decade or so, we have witnessed a drastic increase in the demand 

for providing reliable high speed wireless communication links to support applications such 

as voice, video, e-mail, web browsing, to name a few. This is a challenging task, however, 

since transmission through a wireless link is prone to a number of impairments of which the 

most important are fading and interference. In addition, in wideband communications (i.e., at 

high data rates), the signal bandwidth is normally larger than the channel bandwidth and this 

gives rise to frequency selective fading which occurs due to multipath components. 

If we look at the evolution of wireless communication, it is among one of the biggest 

success stories of last two decades not only from a scientific point of view, where the 

progress has been phenomenal, but also in terms of market size andimpact on society. In fact 

wireless communication permeates in every aspect of our lives. As the demand for such high 

data rate applications is increasing, demand for bandwidth and spectral availability are 

endless as the wireless systems continue to strive for ever higher data rates. Multiple access 

wireless communication is being deployed for both fixed and mobile applications. In fixed 

applications, the wireless networks provide voice or data for fixed subscribers. Mobile 

networks offering voice and data services can be divided in to two classes: high mobility, to 

serve high speed vehicle borne users, and low mobility, to serve pedestrian users. 

The gradual evolution of wireless communication systems follows the quest for high 

data rates, measured in bits/sec (bps) and with a high spectral efficiency, measured in bps/Hz. 

The first mobile communication systems were analog and are today referred to as systems of 

the first generation (1G). In the beginning of 1990s, the first digital systems emerged, 

denoted as second generation (2G) systems, the most popular 2G system introduced was the 

Global System for Mobile communications (GSM), which operates in the 900MHz or the 
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1800MHz band and supports data rates up to 22.8 Kbps. To accomplish higher data rates, 

two add-ons were developed for GSM, namely High-Speed Circuit Switched Data (HSCSD) 

and the General Packet Radio Service (GPRS), providing data rates up to 38.4 Kbps and 

172.2 Kbps, respectively [1]. 

The demand for yet higher data rates forced the development of a new generation of 

wireless systems, the so called third generation (3G). These systems are characterized by a 

maximum data rate of at least 384 Kbps for mobile and 2 Mbps for indoors. 

One of the leading technologies for 3 G systems is the well known Universal Mobile 

Telephone System (UMTS) [also referred to as Wideband Code Division Multiple Access 

(WCDMA)]. UMTS represents a revolution in terms of services and data speeds from 

today's 2G's mobile networks. UMTS and WCDMA are already a reality and have been used 

in many parts of the world. To yield 3G data rates, an alternative approach was made with 

the Enhanced Data Rates for GSM Evolution (EDGE) concept. The EDGE system is based 

on GSM and operates in the same frequency bands. The significantly enhanced data rates are 

obtained by means of a new modulation scheme, which is more efficient than the GSM 

modulation scheme. As for GSM, two add-ons were developed for EDGE, namely Enhanced 

Circuit Switched Data (ECSD) and the Enhanced General Packet Radio Service (EGPRS). 

The maximum data rate of the EDGE system is 473.6 Kbps, which is accomplished by means 

of EGPRS. 2.5G systems, based on GPRS technology, a natural evolutionary stepping stone 

towards UMTS also provided faster data services [2]. 

The goal of the next generation of wireless systems, i.e. fourth generation (4G) is to 

provide data rates yet higher than the ones of 3G while granting the same degree of user 

mobility. 4G is expected to deliver more advanced versions of the same improvements 

provided by 3G, such as enhanced multimedia, smooth streaming video, universal access and 

portability across all types of devices. 4G enhancements are expected to include world wide 

"roaming" capability. As was projected for the ultimate 3G system, 4G might actually 

connect the entire globe and be operable from any location on or above the surface of earth. 

This aspect makes it distinctly different from the technologies developed until now. One of 

the most popular and powerful 4G technique is Orthogonal Frequency Division Multiplexing 
(OFDM). 
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1.2 Orthogonal Frequency Division Multiplexing (OFDM) 

Orthogonal frequency division multiplexing (OFDM) is one of the most favorable 

technologies deployed in 4G systems as it essentially transforms the frequency selective 

fading channel into a flat fading channel. Even though this technology has been discovered 

for more than forty years [3], its wide spread success in commercial applications started in 

1990's with the introduction of Digital Subscriber Line (DSL) [4] which brought affordable 

broadband internet access to home users. OFDM was also adopted in the wireless local area 

network (WLAN) standards, such as IEEE 802.11 a [5], IEEE802.11 g [6] and the upcoming 

IEEE802.1 in [7]. OFDM is also a potential candidate for the fourth generation mobile 

communication systems as it forms its physical layer standard [8]. 

OFDM has many advantages that satisfy our increasing demand in high bandwidth 

wireless communications. 

➢ It is highly spectral efficient as it allows overlapping of subcarriers spectrum and as it 

divides the single frequency selective channel into number of parallel narrowband flat 

fading sub-channels it is highly immune to fading in wireless environment. 

➢ It also eliminates inter-symbol interference (ISI) through the use of cyclic prefix 

technique. 

➢ OFDM is computationally efficient by using FFT techniques to implement the 

modulation and demodulation functions. Meanwhile, as the cost of digital signal 

processor is dropping, OFDM systems become more affordable and easier to be 

implemented. OFDM is also a very flexible technology. 

➢ It is not limited to simple single-input single-output (SISO) systems; it can be 

extended to multiple-input multiple-output (MIMO) systems for spatial diversity, or it 

can assign subsets of subcarriers to individual users for multiple access. Orthogonal 

Frequency Division Multiple Access (OFDMA) is one of the typical multiple access 

schemes derived from OFDM. 

OFDM is a multicarrier transmission technique, which divides the single wideband 

channel into number of parallel narrowband channels called sub-channels; each subcarrier in 

each sub-channel is being modulated by a low rate data stream. We know that in frequency 
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division multiplexing (FDM) technique, lot of spectrum is wasted in the form of guard bands 

between the adjacent channels for channel isolation and filtering purposes. In a typical 

system, up to 50% of the total spectrum is wasted in this manner. This problem becomes 

worse as the sub-channel bandwidth becomes narrower and total frequency band increases. 

But, as mentioned earlier OFDM technique over comes this problem by splitting the 

available bandwidth into number of parallel narrowband sub-channels. The subcarriers of 

each sub-channel are made orthogonal to one another, allowing them to be spaced very close 

together with no overhead (like guard bands), as in FDM. This basic concept of OFDM 

saving the spectrum is illustrated in Fig. 1.1. 

Ch.l 	Ch.2 	Ch.3 	Ch.4 	Ch.5 	Ch.6 	Ch.7 	Ch.8 	Ch.9 	Ch.10 

Conventional multicarrier techniques 	 I 	 I frequency 

I 
I 

I 

	

I 	 I 

	

Ch.2 Ch.4 Ch.6 Ch.8 Ch.101 	 I 
Ch.I Ch.3 Ch.5 	Ch.7 Ch.9 	 Saving of bandwidth 	 I 

II 

Jf7 \I I__  5 0% bandwidth saving 

	

i 	 I 

	

I 	 I 
Orthogonal multicarrier techniques 	 I 	 I frequency 

Fi.l.l Basic concept of OFDM system 

The basic steps performed in the OFDM system are shown in Fig. 1.2. To generate 

OFDM signal, the high data rate input stream is converted into number of low data rate 

stream using serial to parallel converter. Each subcarrier is modulated with one of this low 

data rate streams in IFFT block and finally this signal is transmitted serially after adding 

cyclic prefix. At the receiver, exactly opposite steps are carried out as shown in Fig.1.2. 

Since each parallel sub-channel is essentially low data rate channel and since it is 

narrowband, it experiences flat fading. This is another advantage of OFDM technique, which 

will reduce the complexity of equalizer at the receiver end. 
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Input 	 Transmitter 
Data 

stream 	S~ 	 P/S 
IDFT 	 Add CP 

conversion 	 conversion 

Channel 

Output 
Data 

stream I 	
IDFT 	 SIP 	Remove 14 	I 

conversion I I conversion I I CP 

+ )s-- AWGN 

Receiver 

Fig 1.2 Basic steps in OFDM technique 

1.3 Multiple-Input Multiple-Output (MIMO) Systems 
Perhaps another one of the most interesting trends in wireless communication is 

the proposed use of multiple input multiple output systems. A MIMO system uses multiple 

transmitter antennas and multiple receiver antennas to break a multipath channel into several 

individual spatial channels. Now MIMO systems represent a huge change in how wireless 

communication systems are designed. This change reflects how we view multipath in a 

wireless system. 

The Prospects of MIMO 
From an information theoretic perspective, increasing the number of antennas 

essentially allows to achieve higher spectral efficiency compared to single-input single-

output systems. Actual transmission schemes exploit this higher capacity by leveraging three 

types of partially contradictory gains: 

• Array gain refers to picking up a larger share of the transmitted power at the receiver 

which mainly allows to extend the range of a communication system and to suppress 

interference. 

• Diversity gain counters the effects of variations in the channel, known as fading, 

which increases link-reliability and QoS: 
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• Multiplexing gain allows for a linear increase in spectral efficiency and peak data 

rates by transmitting multiple data streams concurrently in the same frequency band. The 

number of parallel streams is thereby limited by the number of transmit or receive antennas, 

whichever is smaller. 

Old Perspective: The ultimate goal of wireless communications is to combat the 

distortion caused by multipath in order to approach the theoretical limit of capacity for a 

band-limited channel. 

New Perspective: Since multipath propagation actually represents multipath channels 

between a transmitter and receiver, the ultimate goal of wireless communications is to use 

multipath to provide higher total capacity than the theoretical limit for a conventional band 

limited channel. 

The basic idea is to usefully exploit the multipath rather than mitigate it, considering 

the multipath itself as a source of diversity that allows the parallel transmission of 

independent data substreams from the same user. The exploitation of diversity and parallel 

transmission of several data streams on different propagation paths at the same time and 

frequency allows for extremely large capacities compared to conventional wireless systems. 

The prospect of many orders of magnitude improvement in wireless communication 

performance at no cost of extra spectrum (only hardware and complexity are added) is 

largely responsible for the success of MIMO. 

1.4 MIMO OFDM Systems 
For high data rate transmission, the multi-path characteristic of the environment 

causes the MIMO channel to be frequency selective. OFDM can transform such a frequency-

selective MIMO channel into a set of parallel frequency flat MIMO channels, and therefore 

decrease receiver complexity. The combination of the two powerful techniques, MIMO and 

OFDM, is very attractive, and has become a most promising broadband wireless access 

scheme. 

Fig.1..3 shows the simplified block diagram of NT  x N R  MIMO OFDM system. The 

source bit stream from data source is encoded by a forward error correction (FEC) encoder/ 

S 



channel encoder. After that, the coded bit stream is mapped to a constellation by the digital 

modulator, and encoded by a MIMO encoder. Then each of the parallel output symbol 

streams corresponding to a certain transmit antenna follows the same transmission process. 

Firstly, these symbols are arranged in blocks and modulated by Inverse Discrete Fourier 

Transform (IDFT) or preferably Inverse Fast Fourier Transform (IFFT) to an OFDM symbol 

sequence. A cyclic prefix is attached to every OFDM symbol to mitigate the effect of channel 

delay spread, and a preamble is inserted in every slot for timing. Finally, the constructed data 

frame is transferred to IF/RF components for transmission. 

Receiver 
Transmitter 	 1  Cl 	III3 

Data 	 Data 
Source I 	 OFDM 	 OFDM 	' 	 Sink 

Modulator 1 	 Demodulator 1 

Channel 	 2 2 	 Channel 

Encoder 	 O W  O  Decoder 

OFDM 
Modulator 2 	

OFDM 
Digital 	MIMO 	 Demodulator 2 	MIMO 	Digital 

Modulator 	Encoder 	 i 	 Decoder 	Demodulate 
NT  
 NR Q) i O 1 

OFDM 	 1 	W 	A 	Signal processing 

Modulator N 	 I J 	OFDM 	I 	for receiver 
Demodulator NR 	implementation 

A 

Ox 
Fir.1.3 The simplified block diagram of (Nr  X Ng) MIMO OFDM system 

At the receiver end, received symbol stream from IF/RF components over the receive 

antennas are send to OFDM demodulator, in which cyclic prefix is removed from the 

received symbol stream. Remaining OFDM symbol is demodulated by Discrete Fourier 

Transform (DFT) or Fast Fourier Transform (FFT). The output symbols of each OFDM 

demodulator are given to MIMO decoder to combine it into single high data rate stream. 

These symbols are de-mapped using digital demodulator and given to sink by performing 

channel decoding. There is a signal processing block for receiver implementation; this block 
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forms a main part of the receiver. Frequency and timing synchronization and channel 

estimation parts are carried on received symbols and the calculated parameters are used to in 

estimating the received symbols correctly. 

As every system has its pros and cons, OFDM also suffers from its disadvantages. 

One of the major disadvantages is its extreme sensitivity to carrier frequency offset (CFO). 

Failing to synchronize the carrier frequency will destroy the - orthogonality between 

subcarriers [9] and cause inter-carrier interference (ICI). So, accurate estimation and 

compensation of CFO is very important. Therefore, many synchronization schemes have 

been proposed for SISO OFDM systems. Some schemes are pilot based and some are based 

on blind estimation. Similar to SISO OFDM systems, MIMO OFDM systems are also 

sensitive to CFO, moreover for MIMO OFDM, there exists multi-antenna interference (MAI) 

between the received signals from different transmit antennas. The MAI makes CFO 

estimation more difficult, and a careful training sequence design is required for training-

based CFO estimation in case of MIMO systems. 

1.5 Statement of Problem 

This work is aimed at performance study of carrier frequency offset estimators in 

MIMO and MIMO OFDM systems using training sequences. 

The dissertation presents the following work 

> Effect of CFO on the performance of SISO OFDM system 

> CFO estimation techniques for MIMO systems using different training sequences and 

their performance analysis. 

> CFO estimation techniques for MIMO OFDM systems using Chu sequence based 

training sequences. 

1.6 Organization of Report 

Chapter 1 gives brief introduction to the evolution of wireless systems through 2G, 

3G and 4G systems. Following that, we will discuss about OFDM, MIMO and MIMO 

systems. Finally, it summarizes the statement of problem for the thesis work. 



In Chapter 2 we discusses about the effect of CFO on the performance of the OFDM 

system. And discuss the Moose method which is one of the earliest CFO estimation 

techniques for OFDM system. 

Chapter 3 starts with the discussion on CFO estimation for MIMO systems using 

training sequences. Firstly, we will discuss the ML estimation method and computationally 

efficient estimation method for two cases; known channel and unknown channel. Following 

that to overcome the drawbacks of computationally efficient estimation method when 

channel is unknown, we look at the training sequence design. 

Chapter 4 discusses CFO estimation technique for MIMO OFDM systems which use 

Chu sequence based training sequences for the estimation purpose. We also discuss 

computationally efficient method which avoids complex polynomial rooting operation 

present in the earlier mentioned Chu sequence based estimation method. 

Chapter 5 gives the conclusion of this thesis work. 



Chapter-2 

Carrier Frequency Offset Estimation in OFDM 
Systems  
2.1 Introduction 

Carrier frequency offset estimation can be performed in either time domain or 

frequency domain. In time domain CFO estimation methods, estimation is performed by 

sending known symbols after Inverse Discrete Fourier Transform block at transmitter and 

processing the received symbols before Discrete Fourier Transform block at the receiver, 

while in frequency domain CFO estimation methods, estimation is performed by sending 

known symbols before IDFT block at transmitter and processing the received symbols after 

DFT block at receiver [10]. Meanwhile, typical estimation methods can also be classified as: 

1. Pilot or Training symbol aided [11], [12] 

2. Cyclic prefix(CP) aided [13], [14] 

3. Blind approach which utilizes the OFDM intrinsic structure information [15], [16] 

Among them, CP aided methods in time domain are not so accurate, as the data 

within the guard interval is destroyed by ISI if the channel is heavily faded, while blind 

approach relies on signal statistics and often has high computational complexity, some blind 

approaches may have extra requirement of channel statistics too. Most CFO estimators rely 

on periodically transmitted pilots. However, pilot assisted methods are less attractive for 

continuous transmission OFDM based systems, such as Digital audio broadcasting (DAB) 

and Digital video broadcasting (DVB). Along with the potential benefit of improving spectral 

efficiency, this motivates blind CFO estimation in commercial systems. Furthermore, in non-

cooperative (e.g., tactical) links, blind estimators are the only option, since training based 

ones cannot even be implemented [16]. 

In this section, we will consider brief overview of carrier frequency offset estimation 

techniques for SISO OFDM systems. Firstly, we will look at the effect of carrier frequency 
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offset on the performance of SISO OFDM system and thereafter we will mainly focus on 

training sequence based Moose's method [17]. We will cover CFO estimation techniques 

using training sequences for MIMO and MIMO OFDM systems in subsequent chapters. 

2.2 Effect of CFO on OFDM System Performance 
The typical block diagram of OFDM system is produced here for convenience in 

Fig.2.1. The data generated by the -source is firstly passed to channel encoder to make the 

data more suitable for transmission by adding redundant bits.. This data is then modulated 

using one of the well known modulation techniques such as QAM, QPSK. Let the n 
complex modulated symbol in baseband be denoted by d~ . After serial to parallel processing, 

these symbols are arranged into blocks. These blocks are then translated by IDFT or 

preferably Inverse Fast Fourier Transform, put them back into a symbol sequence or OFDM 

symbols by parallel to serial processing and transmitted serially j. 

In the other words, each symbol, d. in the block represents the magnitude and phase of a 

virtual subcarrier in the frequency domain. The OFDM symbol can be expressed as 

N_I 	2;r 

xk = 1 j dne j N nk 	k = 0,1, 2, ..., N —1 	(2.1) 
N0 

where d,, are the complex modulated data symbols in baseband and N is the size of IFFT. 

To avoid inter-symbol interference due to multipath effect, we insert cyclic prefix, a replica 

of the last several symbols of the block, in the beginning of the serial sequence after the 

parallel to serial conversion. This compensates the lost data due to multipath effect and 

simplifies the equalization at the receiver. 

At the receiver, after removing CP, the OFDM symbols received, rk are in the following form 

 z~ 
 

N-I 

	

= 	d. e 1 > 	'N e nkj r ee'Nk +W 

	

k — 	n 	 k N ~  
n=0 

k = 0,1, 2, ..., N —1 	(2.2) 
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where hn is the channel transfer function at subcarrier index n , 

e is the carrier phase offset, 

4f is the carrier frequency offset, 

Tis the OFDM symbol period and 

W k are additive white Gaussian noise (AWGN). 

The data sequence, y m is recovered by applying DFT or preferably Fast Fourier 

Transform to the received OFDM symbols, r~. Here, Eq.(2.3) shows the recovery of the rrl" 

data symbol. 

	

N-1 	.2jrmk 

ym =>rke N 	m=0,1,2.....,N-1 	(2.3) 
k=0 

To find the influence of the CFO to the recovered data symbols, we substitute Eq.(2.2) into 

Eq.(2.3). Then we have 

2-'t 	2st 	 2,rmk 

ym = 	1 L h dneJ N nkelee~ wk .e-J N 

	

k=0 N n=0 	 (2.4) 

	

1 N-I N-1 	.2xr nk 	j 2nr k 	-j2nrmk 	N-1 	.2grmk 
4/7 

= NEzhndne N eJee 	e N +I wk e 

	

k=0 n=0 	 k=0 

Suppose h,, = s, for AWGN channel and neglect noise Wk for simplicity. We can simplify 

the above expression as 

	

1 N-I N-1 	2~r 	2,r 	2,tmk 
j—nk e j—kdfT -j- ym =—de N eJ e N e N 

	

N k=O n=O 	 (2.5) 

1 N-1 N-I JB j r k(n-m+AjT) = NIldne e 
k=0 n=0 

= 1 ~;d eye 	e!Nk(n -m+ ) 

k=0 
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OFFSET? 

(a) 
	

(b) 

Fig 2.2 OFDMsignal spectrum (3 carriers) (a) without CFO and (b) with CFO 

	

 N-I 	ej N (n-m+4JT)N —1 
=_i  dejB 

N n-O n  j2n
(n-m+OIT) 

e N 	 1 

	

N-1 	j N (n-m+Aff) 2  j N (n-m+off) 2— e-~ N 

zn  t  n  t  z~ N 	n n_~ 	j N 	 e 

	

(n-m+OJT)1 	j 2N 	 N (n-m+4p')Z —e-~ (n-m+ e 	 41T)t z 
(2.6) 

Therefore, we find the recovered data symbols are in the following form 

	

N-I jB jff NI ~n -m+Aff) 1 	sin[7t ( n—m+AfT) ] 
ym =~d e e 	

'Nsin[(r%N).(n—m+4JT)] 	
(2.7) - 

n=O 

From Eq.(2.7), we can see that recovered data symbols ym will be equal to the actual data 

symbol, that is, ym = d. for m = n = 0,1,2,..., N —1 if and only if the carrier phase 0, and the 

CFO i,f are zero; otherwise, the recovered data symbols will have distorted phases because 

of the exponential factor, ejee'"(N 
N m+ejr) , 

and they will have lower magnitudes due to the 
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1 	sin[~r(n— m+AjT)] 
sine function, 

	

	 These distortions cause significant inter-carrier 
N sin [(a/N).(n—m+OfT)] 

interference. 

A very small frequency offset can lead to significant degradation in bit error rate (BER) 

performance. To maintain signal to interference ratios of 20dB or greater for the OFDM 

carriers, offset must be limited to 4% or less of the inter-carrier spacing [17]. This 

degradation is proportional to the number of subcarrier and signal to noise ratio (SNR). 

Therefore, CFO has to be corrected in the receiver in order to restore subcarrier 

orthogonality. 

We can also derive a lower bound for the SNR at the output of the DFT (at the receiver part) 

for the OFDM carriers in a channel with AWGN and carrier frequency offset as follows; 

If you consider the Eq.(2.7) without neglecting the ,v k the received symbol 

N-1 	je jjr Nl(n-m+djT) 1 	sin[;r(n—m+[~fT)] 	N-1 	 j zN 
ym =n=O e 	.N.

sin[(n/N) (n—m+OfT)]+ k=o 	
(2.8) 

Let, carrier phase offset 0 = 0 for convenience and if you look at the n element (i.e. m = n ) 

of the received symbol consists of three different components; 

Ym=„ = (dh)• 1 	
sin[~r(AJT)] 	e~~~~/Tl~ N 1

~ +I„ +Wn 	(2.9) 
N sm((;r/N).(4fT)) 

The first component is the modulation value d. modified by the channel transfer function. 

This - component experiences an amplitude reduction and phase shift due to the frequency 

offset. 

Lets = AfT where, E is the relative frequency offset of the channel (the ratio of the actual 

frequency offset to the inter-carrier spacing). Since N is always much greater than ire, 

N. sin (ire/N) may be replaced by . 
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The second term I n is the ICI caused by the frequency offset and is given by 

I N-1 
	1 	

sill*)
eJ \N/ .e 	 N JYI (dl .hl) 

N sin((ir/N)(l -n+E)) 	 (2.10) 

hen 

N-I 	2;rmk 

The third term w is due to the AWGN and is given by W„ = Ewke 	. 
k=0 

In order to evaluate the statistical properties of the ICI, some further assumptions are 

necessary. It is assumed that the modulation values havezero mean and are uncorrelated (i.e. 

E[d,,] =0 and E[dnd,]=Idl2 5 n ), with this provision E[I„]=0, and 

z 

L 

E r lln Z
]
-IdI2 Z E(Ihr 2) 	(sin(

j
rs)) 	

2 	(2.11) 
1==0 	(N.sin((ir/N).(l-n+s))) 
hen 

The average channel gain, E(1h1 1 2 )  = Ih i2 , is constant so above Eq.(2.11) can be written as 

Eq.(2.12) 

 2 	2 	 Z N-n-1 E[11"1
2 ]=Id .1hr l .(sin(7re)) . 	 Z 	(2.12) 

pp*Un [(N.sin((/N).(p+s))) 

The sum in Eq.(2.12) can be bounded for s = 0. It consists of N -1 positive terms. The 

interval of the sum is contained within the longer interval - (N -1) <- p <_ (N -1) , its location 

dependent on „ . Also note the following; the argument of the sum is periodic with period N, 

it is an even function of p, and it is even about p = N/2. Thus the N -1 terms of the sum are 

a subset of the N terms in the intervals - N/2 - p <_ 1 and I < p < N/2 for every n . 

Consequently, 

N-n-1 	 1 	 N/2 	1 

2 

< 2~ 	 (2.13) 
p=-n (N. sin (;r p/N))2 	p=i (N.  
px0 
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Observe that (sin(7rp/N))2 >_ (2p/N)2 forjpj <_ N/2. Therefore, 

N/2 	 N/2 1 	1 ao 1 

2 	 2 <21 2 <2 2=712/12 
a=1 (N sin(,rp/N)) 	p=1 (2p) 	n=1 p 

upper bounds the sum for small E . Numerically, we have determined that the sum in 

Eq.(2.12) is bounded by 0.5947 for e < 0.5 so that 

E [II„12 ] <_ 0.59471d12 IhI2 .(sin 7rs)2 ; 	IEI S 0.5 	(2.14) 

upper bounds the variance of the inter-carrier interference for values of carrier frequency 

offset up to plus or minus one half the carrier spacing. 

Eq.(2.14) may be used to give a lower bound for the SNR at the output of the DFT for the 

OFDM carriers in a channel with AWGN and frequency offset. Thus, 

Id12 lhl2 sin(~rsy z~ 

( SN
R> 

 
10.59471d12 hi2 .(sinrc)2+E[IW„I2]

l 	2.15) 
J 

It is easily established that Id12 IhI2/E [IWn l 2 ] = EC/N o where, E. is the average received 

energy of the individual carriers and N, /2 is the power spectral density of AWGN in the 

band pass transmission channel. Therefore, Eq.(2.15) may be more conveniently expressed as 

SNR >_ {E./No}.{sin(7rE)/gyre}2/{I+0.5947(E~/N.).(sin 7rg)2 } 	(2.16) 

with equality at e =0. 

The simulation of the basic OFDM system performance with different values of CFO's at 

different values of SNR in AWGN channel is performed. SNR value of the subcarrier at the 

output of the DFT is calculated and its degradation effect due to increase in frequency offset 

value has been observed. Eq.(2.16) which will give the lower bound for the SNR at the 

output of the DFT for the OFDM subcarrier in a channel with AWGN and CFO is plotted 
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and compared with the practical OFDM system simulated. The simulated results are shown 

in section 2.4. 

2.3 Moose Method 
In [17], Moose proposed one of the earliest schemes to estimate the CFO. The method 

used by him is training sequence based. The training sequence is a known data sequence 

embedded in the preamble before transmitting data. After CFO is estimated at the receiver, 

the receiver removes the CFO in the received signal. This method applies two identical 

successive symbol sequences in the preamble. By using the property that CFO causes linear 

phase with respect to time, it estimates the CFO by comparing the phase offset between 2 

identical successive sequences in the frequency domain at the receiver. 

Here, the first OFDM symbol, or training symbol, is produced by doing FFT on a data 

sequence, do with n = 0,1,..., N–1, and the second one by do with n = N, N + 1, ...., 2N –1. 

Both sequences are identical, that is do =. d,,+N for n = 0,1,..., N –1. This method does not 

have any specific requirement for the content of these training sequences, as long as it avoids 

extreme average-to-peak power ratio. Therefore, we may select any pseudo noise code to be 

the training sequence. 

Deriving from Eq.(2.1), we have the first and second OFDM symbols defined as 

1 N-I 	j~nk x 
k

— 

N> ne  
n=0 

1 2N-1 	j nk 
xk = — I dne 

N n=N 

k=0,1,2,...,N-1 

k = N,N+1,N+2.....,2N –1 	(2.17) 

We rearrange the index in Eq.(2.17). Let n = n' + N. It becomes 

1 N-I 	j N (n'+N)k 
Xk =—I dn'+N e 

N n =O 

1 N-1 	j 2n A 
--dn'+Ne ej2nk 

Nn=O 
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N-I 	2;r 

Xk = 1 Edn+NeJ N nk 	k=N,N+1,....,2N-1 	(2.18) 

Applying the channel model described previously, we find the received OFDM symbols are 

r = 1 z
hd e'Nnke j9eiNk '+wk N =0 

2N-] 2,r J_ 	2n 
nk  k 
 B  

rk =—Ihndne N e~ e N +Wk 
N n=N 

k = 0,1,2,...,N-1 	(2.19) 

k = N,N+1,....,2N-1 (2.20) 

Suppose hrt = 5, for AWGN channel and neglect noise wk for simplicity. Then, Eq.(2.20) 

becomes 

Yk =xkel  l e Nk 	k = 0,1,2.....,2N-1 
	

(2.21) 

At the receiver, after FFT, the first and second recovered sequences become 

M-1 - j2ir ink 

yl,m — E rke 
k=0 

in=0,1,2.....,N-1 (2.22) 

2N-I -j2, 
N Y 2,m = Z rk e 

k=N 
m=0,1,2.....,N-1 (2.23) 

When we substitute Eq.(2.21) and Eq.(2.8) into Eq.(2.22), we have 

N-]  

Yl.m =Ere 	m= 0,1,2.....,N-1 
k=0 

N_I 	j21r Ek 	-j2,r'—"k 
xk ejee N .e 	N 

k=0 

N-I 	N-I 	j2ir n k j2~r Lrk -j2;rmk 
_ 	— dne N ).e joe   N e N 
k=0 N n=0 

N-I N-I  
= 
 NEEdnejoe 	N 

k=0 n=0 

	

1 N-I 	N-1 j21r(n-m+A_T_k 

=  N Ed e joE e N  
n 

 

n=0  k=0 



Then it becomes 

N-I je pr—(n-m+417') 1 sinL7r(n–m+AJT)j 
Y1,m =Idne e 	N n=o 	 sin[—r ( n–m+Ofl) 

Also, substituting Eq.(2.21) and Eq.(2.19) into Eq.(2.22), we have 

2N-1 	-j2 

Y2,m = 1] rke N 	m=0,1,2,....,N- 
k=N 

	

— 2~1 	 j 27r k 	-j 2,r m k 
xke jee N .e N 

k=N LL 

	

2N-I 	1 N-1 	,2,, n k 	 j2~r4T k-j2,rmk 
= I — ~dn+N e N ).ejoe N e N 

k=N L 	n=O 

(2.24) 

Ait $ X 1. -_ 
.~.._14as 

4 --- 

Since the first and second training sequences are identical, that is, d" = d,,+N for 

n = 0,1, ...N –1, so the final form is 

1 2N-I N-I J j21r(n- N A")k 

Yz,m = — 	dne
B 
e 

N k=N n=O 

	

1 N-I 	N-I j2,r (n
-m+4,T)(k'

+N) 
= N 	N 	 where, k' = k – N 

	

n=0 	k'=0 

	

1 N-I 	N-I j2;r(n-m+OJT)k, 

= N I d ej0 e 	N 	ej21r(n-m+V') 

	

1 N-I 	 N-I j2n(n-m+OJT)k, 
= N I d e jee j 2n(n-m+4J7') I e 	N 

	

N-I 	 N—I - l  = 	I `d ejoei2~r(n m+~t7')e~
7r 

N (nm+ 	sin ) ~  

N L=o n 	 sin[(Jr/N).(n–m+4fT)] 

N I  
_ 

	

	dn
ejoe'2m)e j2m7 e jn N—I (n-m+if/') 1 	sin [ r (n – m + AfT)] 

Z ( v N -  
n=o 	 N sin[(7r/N).(n–m+4fT)]  

Since ej2 m ) = 1 for n - m is a integer, Eq.(2.26) becomes 

(2.25) 

(2.26) 
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N-1 	.  
Y2,m — 	d,,e jt e 

N-1(n-m+4(T) 1 	sin [7r ( n—m+AlT)] 

	

e' 2'V̀ E 	N 	— 

	

„=o 	 Nsin[(;r/N).(n—m+AfT) 	
(2.27)  

Comparing Eq.(2.27) with Eq.(2.24), we see that the relationship between the first and 

second recovered training sequences is 

=ei'l Y2,m 	•Y1,m (2.28) 

We rearrange the term in Eq.(2.28), 

e j2nt = Y2,m _ Y2,m •YL,m 
2 

Yl,m 	Yl,m I 	 (2.29) 

where (.)+ denotes complex conjugate. 

By using maximum likelihood estimation technique [17], the estimation of the CFO is 

defined as 
N-1 	r 

__ 	tan 1 Em=0 Jm(Y2,m' Yl,m ) Af 
2rT 	N-' 	r 	 (2.30) 

~m=0 Re(Y2,m'Ym ) 

N-1  « 

	

= 1 tan-' 
I m-0 (Y2,m'Yl,m ) 	

(2.31) 
27r

N-] 

~m=0 Re(y2,m'Yl,m 

The performance of such estimators is usually measured by their closeness toward their 

Cramer-Rao lower bound (CRLB) (which will be discussed in section 3.5). For an unbiased 

estimator, the estimator's CRLB is bounded by its error variance. The CRLB for Moose's 

estimator [ 17] is defined by 

var(C) >_ 1 2 • 1 
27r N.SNR 

(2.32) 

where ; is the error, Nis the length of training sequence, and SNR is subcarrier energy to 

noise energy ratio. Moose's estimator is simple to use and efficient to implement. The 

estimated CFO is the angle of the correlation sum of the first and the second training 

sequences recovered at the receiver. 
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2.4 Simulation Results 

2.4.1 Results for Performance of OFDM System with and without CFO 
To simulate the OFDM system to obtain the performance of it in AWGN channel with and 

without CFO in MATLAB environment, we use the following simulation parameters; 

➢ FFT size : N=256  
➢  Modulation scheme used: 8-PSK 

➢ Channel used: Flat Channel 

> Guard interval: N g  = 64 

➢ Noise: AWGN 

➢ No: of Monte Carlo simulations: 1000 

Fig.2.3 shows the plot of SNR values at the output of the DFT for the OFDM 

subcarriers in a channel with AWGN and relative frequency offset varying from 0 to 0.5. 

Figure also contains the theoretical lower bound values of SNR at the output of the DFT for 

the OFDM subcarriers in a channel with AWGN and relative frequency offsets, which is 

given by Eq.(2.16). The graph is plotted for different SNR values of 11, 17, 23 and 29 dB 

varying the relative frequency offset value from 0 to 0.5. It can be observed from the plot that 

the practically obtained SNR values are above the theoretical lower bound SNR values. 
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2.4.2 Simulation Results of Moose Method 

Fig.2.4 shows the simulation results for the estimate of relative frequency offset (i.e. s) 
obtained using Moose method i.e. Eq.(2.31) verses actual value of frequency offset e for 

EJN0 values of 5 and 17 dB. The simulation parameters that are considered while performing 

simulations in MATLAB environment are as follows; . 

> FFT size : N=256  

> Modulation scheme used: 8-PSK 

> Channel: Flat Channel 

> Guard interval: N g  = 64 

> Noise: AWGN 

We observe from the plot that curve plotted using EJN0 = 5 dB is varying more than the 

one plotted using EfNo = 17 dB. This tells us that as the Es/No value increases the variations 

in the curve decreases and it much more straight line. 
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Chapter-3 

Carrier frequency Offset Estimation in MIMO 
Systems 
3.1 Introduction 

Using multiple transmit and receive antennas in wireless fading channels has been 

advocated as a means to increase capacity and create diversity [18]. To exploit this possible 

increase of capacity and diversity, several coding and multiplexing schemes have been 

presented in literature. However, the performance of these schemes critically depends on the 

availability of accurate estimates of the synchronization parameters. In particular, carrier 

frequency offsets can substantially affect data detection. Moreover, the presence of a 

frequency offset is often detrimental in the estimation process of other parameters, such as 

the channel gains. Hence accurate frequency offset compensation in MIMO configuration is 

important to achieve a satisfactory performance. 

Similar to SISO systems, ML frequency offset estimation using known training 

symbols in a MIMO context requires a numerical calculation, which is a time consuming task 

[19]. To overcome this inconvenience, some computationally efficient estimation techniques 

have been developed for SISO systems, which result in near optimum performance [20], 

[21 ]. They are even extended to MIMO systems. In the present chapter, we deal with some of 

the computationally efficient estimation techniques that are extended to a flat-fading MIMO 

configuration. 

In this section, we deal with carrier frequency offset estimation for flat-fading 

Multiple-Input Multiple-Output channels using training symbols. Firstly we look at the 

traditional maximum likelihood (ML) frequency offset estimation method, which involves 

solving a maximization problem with no closed form solution. We consider both known and 

unknown channel cases. After that we will discuss one of the computationally efficient sub-

optimal techniques of [22] along with its training sequence design. Finally we discuss about 

Cramer-Rao bound (CRB) and compare the simulated results. 
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3.2 System Model 
Let us consider a flat fading MIMO channel with N, transmit antennas and NR 

receive antennas. We further assume that all transmit/receive antenna pairs are affected by 

the same frequency offset. This assumption is definitely valid for a frequency offset caused 

by an oscillator mismatch, since the different antennas can use a common oscillator or at 

least different collocated oscillators with a known and compensable difference. While 

considering the frequency offsets induced by Doppler shifts, they will be identical if the 

angles of arrival of different signals on the different antennas are identical [23]. 

Further, estimation and compensation of the mean Doppler shift, allows us to assume 

the channel to be quasi static as long as the block duration is smaller than the inverse of the 

remaining Doppler spread. We can model the MIMO system sampled at symbol rate as 

yk = Hake' Z'41' + wk 	 k = 0,1, ..., L —1 	(3.1) 

where 

Yk = [Yk ]n=, NR is a NR x 1 vector of received signal samples 

H = [hnm]n=1,...,NR ,m=1  ..... N denotes the NR x NT channel matrix 

hnm are statistically independent and complex valued, with independent 

Gaussian zero mean real and imaginary parts, each having a variance of 

1/2 ;this yields E [I h„m l2 ] =1. 

_ 	 z 
ak = [ ak Jm-~ NT 

is a NT x 1 vector of known symbols with E l ak I = ES 

Lf is the carrier frequency offset 

1/T is the symbol rate per transmit antenna 

Wk is a NR x l noise vector. The components of the noise vector are 

statistically independent and complex valued. All the real and, imaginary parts are 

independent Gaussian variables with zero mean and variance a2 = N0 /2. The noise vectors 

at different instants of time are also statistically independent. 
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In the following sections, we will consider the two cases; 

1. CFO estimation methods using known training sequences when the channel is 

known. 

2. CFO estimation methods using known training sequences when the channel is 

unknown. 

CFO estimation when the channel is known is of no direct practical interest. This is not a 

realistic scenario, but it will turn out that the resulting algorithm is useful in the context of 

code-aided iterative joint estimation [23] of the frequency offset and the channel matrix, in 

which we assume no knowledge of the transmitted symbols at receiver side, yet information 

about the code structure is available. 

3.3 CFO estimation with Known Channel 

In this section, we will consider training sequence based CFO estimation methods 

assuming that the channel matrix H to be known. 

3.3.1 ML Estimation 
The CFO estimation technique using ML method for AWGN SISO channels using a 

training sequence is well documented in literature [19]—[21]. When the MIMO channel 

matrix His considered to be known, a similar derivation as for SISO yields the following 

ML estimate [23] 	 1 
L-1 

AML =argmax ~y(k)e-'2m'AT 
of 

1k=0 

where y(k) = a,F H H yk 

Hence, the ML estimate maximizes the magnitude of the Fourier transform of { y(k)} . 

Unfortunately, a simple closed-form solution to the problem of maximizing Eq.(3.2) does not 

exist. The exact determination of the ML estimate from Eq.(3.2) would require a time 

consuming search over a large set of frequency values, making ML estimation 

computationally hard. It will be shown in simulation results (section 3.6), that for high signal 

to noise ratio, the Mean Square Error (MSE) of this estimate closely approaches the Cramer-

Rao Lower Bound (CRLB), which is a theoretical lower bound on the MSE. 

(3.2) 
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3.3.2 Computationally Efficient Estimation Method 
To overcome the problem mentioned above (i.e. time consuming search over a larger 

set of frequency values), a number of sub-optimal closed-form frequency estimators have 

been discussed in the literature. One such a method [22] is discussed here. In Eq.(3.2) 

replacing the magnitude of the Fourier transform by its squared magnitude does not affect the 

value of the ML estimate. Rearranging the squared magnitude yields the following maximum 

likelihood expression: 
L-2 

AfML;s = arg max Re 	R (m) e-1 z21mr 	 (3.3) 
41 	

1M=1 

L-1 

where R (m) = y (k — m) y (m) is the time correlation 
k=m 

For convenience, decomposing R (m) as the sum of a useful terms that is independent of the 

AWGN noise Pk , and a noise term caused by wk . We get 

R(m) = A(m)exp(j2,vAfmT)+noise 	 (3.4) 

where A (m) is a positive real quantity, given by 
L-1 

A(m) = ZIHak~2 l Hak-m I2 	 (3.5) 
k=m 

Setting the derivative (with respect to 41) of the function to be maximized in Eq.(3.3) equal 

to zero, the ML estimate satisfies the following equation: 
L-1 

Imi 	mR (m) e-'2smdff = 0 	 (3.6) 
mA 

Above Eq.(3.6) can be equivalently written as 

[m l R (m) sin (arg (R (m)) — 22rmAfT )I ] =0 	 (3.7) 

Assuming that the training sequence is sufficiently long, the first term in Eq.(3.4) is strongly 

dominating, in which case arg (R (m)) 2.rmAJT . Hence it follows from Eq.(3.7) that 

41= Af , so that the argument of the sinc function in Eq.(3.7) is small. 
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Using in Eq.(3.7) the approximation sin (x) - x for Ixl <<1 yields the following Eq.(3.8) 

with respect to 4f. 

~CmIR(m)I(arg(R (m)) – 22rmAfT )] = 0 	 (3.8) 
m=1 

Grouping terms appropriately and limiting the summation interval to [1, M} with 

M 5 L –1, to reduce complexity furthermore, the new closed form frequency estimator is 

obtained: 
M 

EmIR(m)larg(R(m)) 

	

_ 	m=1 

	

AffLs – 	M Z 	
(3.9) 

m IR(m)l 
m=1 

We should indicate that because of the presence of arg(.) function in Eq.(3.9), dfA;s 

is ambiguous when I 	exceeds n. This limits the operating range of the proposed 

frequency offset estimation technique to the interval IOf I < [2MT ]-' . Simulation results of 

this method simulated for 4 x 1 and 4 x 2 MIMO system are shown in section 3.6. 

3.4 CFO Estimation with Unknown Channel 

In this section, we will consider training sequence based joint maximum likelihood 

estimation of channel and carrier frequency offset assuming that the channel matrix H to be 

unknown 

3.4.1 joint ML estimation of the Channel and CFO 
Let us consider the Log Likelihood Function (LLF) of H and Af from the observations of 

Eq. (3.1), we get 
1 La 

In p(Y/H,Af) = _`—ZIYk _ ke'z'~xTl 	 (3.10) 
No k=0 

The joint ML estimate corresponds to the values of H and Af that maximize 

In p (Y/H, 4f) . For a given trial value Al , the channel matrix 	that maximizes Eq.(3.10) 
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is readily found to be Eq.(3.12). Inserting Eq.(3.12) in Eq.(3.10) and rearranging yields the 

41' estimate Eq.(3.1 1). 

L-1 

OfML;H = arg mx Ref RH (m) a J2"m 	 (3.11) 
m =1 

L-1  L-1 
-% 2rcdla~cJrkT 	 H 	 (3.12) H ML;H = 	yk [T k e 	 a,an 	 3.12 

k=0  n=0 

L-1 
where Rx(m) — Yk-mYkA(k,k—m) and 	 (3.13) 

k=m 

L-1 
A(k,l) = ak japan a! 	 (3.14) 

n=0 

The closed form solution to the maximization problem of Eq.(3.11) does not exist. Exact 

determination of 4f .H requires a time consuming numerical search which makes frequency 

offset estimation a computationally hard problem. On the other hand, the channel estimation 

algorithm Eq.(3.12) requires only a small computational effort once the CFO estimate has 

been found. Hence it is of practical interest to search for a CFO estimation algorithm with 

reduced complexity, avoiding the exhaustive search implied in Eq.(3.11). 

3.4.2 Computationally Efficient Estimation Method 
To overcome the problem mentioned above, a number of sub-optimal closed-form 

joint CFO and channel matrix estimators have been discussed in the literature. One such a 

method [22] is discussed here. 

Considering the similarity between Eq.(3.3) and Eq.(3.11), closed form approximation to 

Eq.(3.1 1) and Eq.(3,12) can be given by Eq.(3.15) and Eq.(3.16) respectively 

f 	1 Jm=1m I RK (m)Iarg[RH (m)] 	(3.15) 
m=~ m R 

MG;H:S 	27rT 	 L-1 Z I 	C
m I 

)I H  

II L-] 

	 )(n=O 
H (3.16) HML;H;S I Yk ak

eJ2aAjna:x:skT 
	 n
k=0  
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As it will be shown in simulation results, in contrast with the algorithm Eq.(3.9) for the 

known channel case, the performance of the approximated closed form solution Eq.(3.15) 

does not approach the CRB at high SNR for an arbitrary training sequence. We observe an 

error floor in the MSE performance of the closed form estimator Eq.(3.15), where as the ML 

estimator Eq.(3.1 1) does not suffer from such floor. 

If we examine Eq.(3.13), and separating signal from noise terms we can write 

Eq.(3.13) as 

RH  (m) = C (m) exp (j 27rifmT) + noise 	 (3.17) 

L-1 
where C(m) ak mH H Ha A(k,k—m) 

	
(3.18) 

k=m 

It is important to note that C (m) is generally complex valued. Considering the phase of the 

time correlation, We can distinguish three terms: 

arg(RH  (m)) = 27t/fmT +0d  (m)+O„ (m) 	 (3.19) 

First term in Eq.(3.19) corresponds to the phase rotation caused by the frequency 

offset; Second term Od  (m)_— arg (C (m)) is a self noise term, and the last term Ø(m) is 

introduced by noise. It is apparent that the approximation 

arg(R„ (m)) - 27rAfmT 
	

(3.20) 

that is crucial in obtaining Eq.(3.15) is less accurate when did  (m)+q5 (m) takes a larger 

values. This is the reason for the discrepancy between the performance of the sub-optimal 

solution Eq.(3.15) and the ML performance. Following remarks can be made observing the 

above discussion: 

• For systems with a single transmit antenna(NT  = 1) , it is readily seen from Eq.(3.18) 

that C(m) is real valued, and no self noise term bd  (m) appears. This illustrates that 

the self-noise is induced by the multiple transmit antenna set up. 

• For systems with more than one transmit antenna, C (m) is generally not real, 

resulting in a self noise term Od  (m) . Consequently, even in the absence of noise, the 

approximation Eq.(3.20) is not valid, and an error floor is observed. 
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• When the number L of randomly selected pilot symbols increases, , the error floor 

reduces. This effect is readily understood since, for large L, C (m) converges to its 

expectation Eo [C (m)] , which is real-valued. 

• The ML estimation Eq.(3.11) does not suffer from an error floor, which might be 

unexpected since the time correlation in Eq.(3.11) contains the self noise termgd (m) . 

However, AffH =41 in the absence of noise. This is clearly not true for Af H 

indicating that the self noise term cbd (m) is too large for the approximation Eq.(3.20) 

to be accurate. 

3.4.3 Training Sequence Design 
By proper design of the training sequence we can eliminate this self noise and the 

resulting MSE floor. The basic cause of this self noise is due to C (m) being complex 

valued. So to make C(m) real valued the following proposition is constituted. 

Proposition 1: C(m) is real valued Vm if. every symbol vector ak is chosen from a 

complete orthogonal set, i.e. ak E {ao , a1 ,..., aNT _, } V k, with a,HaJ = NT ESS_J , and every 

vector a~ is chosen at least once. 

Accordingly, the self noise term iid (m) = arg (C (m)) in Eq.(3.19) equals zero and the error 

floor disappears. We point out that the number of symbol vectors in the orthogonal set is 

equal to the number of transmit antennas NT . 

In order to optimize the training sequence furthermore, we take the training sequence 

constraint, which minimizes the MSE of the channel estimate, into account. In [25], the 

training sequence that minimizes the MSE related to the ML estimation of the channel matrix 

H is orthogonal across all transmit antennas, i.e. the different rows of the matrix 

aL_1 J should be orthogonal, which means that 

:QOQk 

 

=LEI 
	

(3.21) 
k 

where I is the identity matrix. 



Let us consider a periodic training sequence consisting of K systematic repetitions of the NT 

orthogonal symbol vectors (L = KNT ) 

a; NT+j = a~ , i = 0,1, .., K —1 , j = 0,1, .., NT —1 	(3.22) 

With above training sequence, no error floor will occur and Eq.(3.21) is satisfied. Due to 

periodicity, R. (m) is zero except for indices m = kNT ,k E N yielding a significant 

complexity reduction since only these non-zero terms have to be taken into account in the 

computation of Eq.(3.15). To reduce complexity furthermore, we can limit the summation 

interval in Eq.(3.15) to [l, MN,. ] , with M <K.  Using the above discussed training sequence 

in Eq.(3.15) and after some simplification we get 
_  M 

4fML;H =1Bn arg(r (n)) 	 (3.23) 
n=1 

L-1 

where Y (n) _ 	,Yk-nNT yk 
	 (3.24) 

k=nNT 

1 	n(K—n) 
B. = 	M 	 (3.25). 

2IrNTT 	
1 (K—n)n2 

n= 

Because of the presence of the arg(.) function in Eq.(3.23), its operating range is 

limited to Izf I < [2MNTT ]-' . 

3.5 Cramer-Rao Lower Bound 
In this section we will have discussion on Exact Cramer-Rao Bound and its 

importance. In estimation theory and statistics, the Cramer-Rao bound (CRB) or Cramer-Rao 

Lower Bound (CRLB), named in honor of Harald Cramer and Calyampudi Radhakrishna 

Rao who were among the first to derive it [26], will expresses a lower bound on the variance 

of estimators of a deterministic parameter. 

In its simplest form, the bound states that the variance of any unbiased estimator is at 

least as high as the inverse of the Fisher Information Matrix (FIM). An unbiased estimator 

which achieves this lower bound is said to be efficient. Such a solution achieves the lowest 

possible mean squared error among all unbiased methods, and is therefore the Minimum 
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Variance Unbiased (MVU) estimator. However, in some cases, no unbiased technique exists 

which achieves the bound. This may occur even when an MVU estimator exists. 

Suppose ri is an unknown deterministic scalar parameter which is to be estimated 

from X measurements, distributed according to some probability density function f (X; ri) . 

The variance of any unbiased estimator rj of 17 is then bounded by the inverse of the Fisher 

Information I (ii). Where, the Fisher information I (Ii) is defined by 

alog(f ( X ;71)) z __E
[a2 log( 

f (X ;i1)) 
 J ] I(~7)=E 	a~ 	 8172 	(3.26) 

The efficiency of an unbiased estimator i , measures how close this estimator's 

variance comes to CRLB; estimator efficiency is defined as 

efficiency(i) =  	<1 	 (3.27) 
var(ri) 

Now if we consider multivariate case (i.e. when the parameter to be estimated is 

vector ), which contains the channel gains and frequency offsets as the estimation 

parameters, then CRLB for estimation of channel gains and estimation of frequency offsets 

can be obtained as follows; 

Let the vector to be estimated be denoted by i from `N' observation values. It 

contains NR parameters to be estimated each belonging to one of the receive antenna. Each 

of this parameter again contains real and imaginary parts of channel gain and frequency 

offset 

17NR J 

[
Re 	

T 
with 7~k 	(hk )T Im (hk )T ~vk 

Channel gains hk = [hkl . 

Frequency offsets wk = [wk, 

(3.28) 

(3.29) 

hkNT ]T 	(3.30) 

. . COkNT ]T 	(3.31) 
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Proposition: The Fisher Information Matrix (FIM) for the estimation of i is block-diagonal, 

i.e. 

F, 
FZ 

F= 	 (3.32) 

FNR 

where. each r'kis the FIM corresponding to the estimation of rik and is given by 

Re(Uk ) -Im(Uk ) -Im(Tk ) 
Fk =-- Im(Uk ) 	Re(Uk ) 	Re(Tk ) 	 (3.33) 

6 
—Im(Tk )' Re(Tk)T Re(Vk) 

where Uk-<'A, Tk =AWk Dk A. D(hk ) and Vk =DH (h,F )AWk D2A.,D(hk )with 

alei a2ej0 k2 	. . . a,"ejWk.1, 
> 	> 

alej2wk, a2e j2° k2 	. . . . aNT e j2wk"T A~ = z 	z 	 2 	 (3.34) 
~k  

aI e jNmkl 
a2 eJNWk2 	 aNT B jNwkNT N 

D(hk )=diag(hk ) 	 (3.35) 

D. =diag(1,2,...,N) 
	

(3.36) 

The CRB for the estimation of rik is obtained as the inverse of Fkand can be written as 

Re(Uk) —Im(Uk) 0 
z 

CRB (77k ) = 2 Im ( k Re (U) 
0 	0 	0 

Im(Uk Tk ) 
z 

+ 2 -Re(UkTk ) Re(Wk) x[
hn(U

kTk )T -Re(UkTk )T (3.37) 

 

with w = Vk —11fk ç . 
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Observations: 
The following observations can be made from the above expression 

• Since the FIM is block-diagonal, CRB is also block-diagonal and this decouples the 

estimation errors corresponding to the parameters of two different Rx antennas. This 

implies that the estimation of the parameters of interest can be carried out 

independently for each receive antenna. 

• The CRB for the estimation of hk can be given as 

CRB (hk ) = 22 {2U,' — U k Tk [Re (Wk )]-' Tk U k } 	 (3.38) 

• The CRB for the estimation @k can be given as 

CRB(r k )= 22 {Re(Vk —Tk UkTk )} 	 (3.39) 

• The CRB for the estimation of hk and wk depends on all { hk, }y ' through the matrices 

• The CRB for the estimation of hk and wk also depends on all {wk, }N ; more precisely, 

it depends on the differences tvk, — co; when all the frequency offsets at the kth receive 

antenna are equal i.e. m. w = roq = cok , the CR13 for estimation of the k h frequency 

offset no longer depends on rok . Indeed, A (Eq.(3.34)) becomes 

A =diag(e'0'F,....,ejNWA.)Z 	 (3.40) 
k 

where Z = [ ao , a,T 	 (3.41) 

and the matrices tj, ' and Vonly depends on . Furthermore, Eq.(3.37) can be 

represented as 

CRB hk 	 22(ZHZ) (3.42) [[ kiJ = [  2 	fTk 	 Yk ' 

where /8k = (Z"Z)-' Z H Dk Zhk 	 (3.43) 

and yk =hk ZHDk (j_Z(ZHZ)_'ZH)D'2~~k 	 (3.44) 
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The exact CRB (i.e. finite sample), although obtained in Eq.(3.42) is in closed form, 
exhibits a rather complicated dependence with respect to the channel gains and frequency 

offsets. Thus if does not provide immediate insights into the influence of the channel on the 

estimation accuracy. So, we consider asymptotic CRB (i.e. large sample) which will be a 

much simpler function of hk and wk . 

In order to obtain the asymptotic CRB, we assume that { a, } are realizations of zero-

mean stationary random processes, and we examine the limiting behavior of the FIM. Under 

this mild condition on {a' } , the asymptotic CRB for the estimation of rjk can be written as 

a2 2Rk' +3D(hk )F 'D11 (hk ) —6jD(hk )T k' 

	

lira J NCRB (7i) JN = 2 	_ 	 _ 	(3.45) 
 J

Nom°° 	 6 jrk'DH (hk ) 	12rk ' 

n 	 r 

where j = N Z I 	3
0 

	

0 	N / I„ 

"k Re(DH ( hk)Rk D(hk ) ) 

Eq.(3.45) is a simple expression of the asymptotic CRB as a function of the channel 

gains and the correlation properties of the training sequence. It should be observed that the 

asymptotic CRB no longer depends on the values of '°kJ ; it only depends on whether they are 

equal or not. Furthermore, when the random processes a, and a'' are uncorrelated more 

precisely, it suffices that E((a' )+ (a' )) = 0 for p ~ q or when, w # co,, for all p # q , the 

matrix Rk becomes real valued and diagonal, and the asymptotic CRB takes the very simple 

form 

	

o.2 	5Rk' 	—67R-'D"H (hk ) 1 

	

lim J NCRB(a7 )JN = 2 	_ 	 _ 	_ 	(3.46) "- 	 [6]D-1 (/)R 	12D-' ( ) k )R;'DH (hk ) 

( 
where Rk = diag(P,Pz ,...,PNT )with P =E{l ap 

z 
 

Eq.(3.46) implies that 
z 

asCRB (hkr ) = 56 	 (3.47) 
2NP, 
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asCRB(co ) = 1 NP3,Ih~ l 2 (3.48) 

We will also show that asymptotic CRB of Eq.(3.46) is close to the exact CRB of Eq.(3.42) 

even for small number of sample observations `N' by simulations in Section 3.6. 

3.6 Simulation Results 
3.6.1 Simulation Results of Exact CRB and Asymptotic CRB 

To illustrate the fact that the asymptotic CRB closely approximates the exact CRB, 

even when training sequence length N is small, we considered the SISO system as example 

for simulating in MATLAB environment as follows; 

➢ Channel impulse response which consists of six paths as 
5 

h(k) = jA g(kT —z —to ) 
n=0 

Where A,,: are the attenuation of each path with variances {-3,0,-2,-6,-8,10}dB, 

z-,/T5 : Normalized delays are selected as {0, 0.054, 0.135, 0.432, 0.621, 1.351). 

Furthermore to = 37S and g (t) is a raised cosine with rolloff of 0.5. 

➢ Frequency offset is set to Af = 0.08 and noise power is selected as 

l 0log,o 1/6w =10dB . 

➢ The exact CRB and asymptotic CRB are computed for 2000 Monte Carlo trials. In 

each trial, signal is generated with different random training sequence and different 

AWGN noise. 

Fig.3.2 shows the asymptotic CRB values of frequency offset and mean, minimum and 

maximum of exact CRB values of frequency offset for different lengths of training 

sequences. From the plot we can notice that as the length of training sequence increases 

asymptotic CRB approaches the Exact CRB values. We can also observe that even for very 

small training sequence lengths (i.e. at N=20) we can claim that asymptotic CRB 

approximates exact CRB. 



10 

w 
Cr) 10 
2 

Asymptotic CRB Vs Exact CRB 

0 mean(CRB) 
--•-- min(CRB) 

102 . 	 --0-- max(CRB) 
. asCRB 

10' 
10 	20 	30 	40 	50 	60 	70 	80 	90 	100 

Length of training sequence 'N' 

Fig.3.2 Comparison of Exact CRB and Asymptotic CRB for different training sequence 
lengths 
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3.6.2 Simulation Results of CFO Estimation with Known Channel 
(Using Pseudo Random Sequence as training sequence) 

To simulate the ML estimation method and computationally efficient CFO estimation 

method with known channel for MIMO systems those are discussed in sections 3.3.1 and 

3.3.2 respectively. The simulation parameters used are as follows; 

➢ Assumption : All transmit/receive antenna pairs are affected by same CFO 
➢ ) No. of Transmit antennas : NT = 4 

> No. of Receive antennas : NR =1 or 2 
> Training sequence used : Pseudo random sequence 

> Length of training sequence : L = 20 

> Channel used : Flat fading channel 
➢ Modulation scheme used : QAM modulation  

➢ SNR values taken: (-10, -5, 0, 5, 10, 15, 20) dB 
> No. of Monte Carlo simulation trials : 106  trials (i.e. 106  OFDM symbols) 

Fig.3.3 shows the Mean Square Error (MSE) results of the computationally intensive ML 

estimation method and computationally efficient estimation method for 4 x 1 MIMO system. 

It also contains the Cramer-Rao Lower Bound (CRLB) as the bench mark showing the lowest 

value that cannot be crossed by any unbiased estimator. 
Fig.3.4 shows the MSE results of the computationally intensive ML estimation method 

and computationally efficient estimation method for 4 x 2 MIMO system. It also contains the 

Cramer-Rao Lower Bound (CRLB). 

Fig.3.5 shows the MSE performance of both 4 x 1 and for 4 x 2 MIMO systems in one 

plot. 

From Fig.3.3 and Fig.3.4 we can observe that computationally efficient estimation 

method approaches the ML estimation method or CRLB (which are almost close to each 

other) as the SNR value increases. 
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MSE performance with Known Channel (Using Random sequence) 
10 3  

--•-- CRLB 

108  
-10 	-5 	0 	5 	10 	15 	20 

Es/NO (dB) 

Fii.3.3 Comparison of MSE Performance of MLE method and Reduced complexity MLE 
method simulated for 4 x 1 MIMO system (using pseudo random sequence as training 

sequence and when channel is known) 
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FiQ.3.5 Comparison of MSE Performance of MLE method and Reduced complexity MLE 

method simulated for 4 x 1 and 4 x 2 MIMO system (using pseudo random sequence as 

training sequence and when channel is known) 
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3.6.3 Simulation Results of CFO Estimation with Unknown Channel 
(Using Pseudo Random Sequence as training sequence) 

To simulate the ML estimation method and computationally efficient CFO estimation 

method with unknown channel for MIMO systems those are discussed in sections 3.4.1 and 

3.4.2 respectively. The simulation parameters used are as follows; 

➢ Assumption : All transmit/receive antenna pairs are affected by same CFO 

➢ No. of Transmit antennas : NT = 4 

➢ No. of Receive antennas : NR = I or 2 

➢ Training sequence used : Pseudo random sequence 

➢ Length of training sequence : L = 20 

➢ Channel used : Flat fading channel 

➢ Modulation scheme used : QAM modulation 

> SNR values taken: (-10, -5, 0, 5, 10, 15, 20) dB 

> No. of Monte Carlo simulation trials : 106  trials (i.e. 106  OFDM symbols) 

Fig.3.6 shows the MSE results of the computationally intensive ML estimation method 

and computationally efficient estimation method for 4 x 1 MIMO system when channel is 

unknown. CRLB is also plotted as bench mark for convenience. 

Fig.3.7 shows the MSE results of the computationally intensive ML estimation method 

and computationally efficient estimation method for 4 x 2 MIMO system when the channel is 

unknown. 

Fig.3.5 shows the MSE performance of both 4 x 1 and for 4 x 2 MIMO systems when 

channel is unknown in one plot. 

From Fig.3.6 and Fig.3.7 we can observe that computationally efficient estimation 

method does not approach the ML estimation method or CRLB (which are almost close to 

each other) as the SNR value increases. At initial values of SNR it will try to approach the 

ML estimate but after reaching a particular minimum, it will not reduce further due to the 

noise floor created by the random training sequence transmitted by other transmit antennas. 
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	MSE performance with Unknown Channel (Using Random sequence) 
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Fiji.3.7 Comparison of MSE performance of MLE method and Reduced complexity MLE 

method simulated for 4 x 2 MIMO system (using, pseudo random sequence as training 

sequence and when channel is Unknown) 
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Fig.3.8 Comparison of MSE Performance of MLE method and Reduced complexity MLE 

method simulated for 4 x I and 4 x 2 MIMO system (using pseudo random sequence as 

training sequence and when channel is Unknown) 
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3.6.4 Simulation Results of CFO Estimation with Unknown Channel 
(Using Orthogonal Sequence as training sequence) 

Simulations performed in this section use the Orthogonal training sequences instead 

of pseudo random training sequences that are used in previous section. The simulation 

parameters used are as follows; 

➢ Assumption : All transmit/receive antenna pairs are affected by same CFO 

➢ No. of Transmit antennas : NT = 4 

➢ No. of Receive antennas : NR = 1 or 2 

➢ Training sequence used : Pseudo random sequence 
➢ Length of training sequence : L = 20 

> Channel used.: Flat fading channel 
➢ - Modulation scheme used: QAM modulation 

> SNR values taken: {-10, -5, 0, 5, 10, 15, 20) dB 

> No. of Monte Carlo simulation trials `. 106  trials (i.e. 106  OFDMsymbols) 

Fig.3.9 shows the MSE results of the computationally intensive ML estimation method 

and computationally efficient estimation method for 4 x 1 MIMO system when channel is 

unknown (using Orthogonal training sequences). 

Fig.3.10 shows the MSE results of the computationally intensive ML estimation method 

and computationally efficient estimation method for 4 x 2 MIMO system when the channel is 

unknown (using Orthogonal training sequences). 

Fig.3.1 I shows the MSE performance of both 4 x I and for 4 x 2 MIMO systems when 

channel is unknown (using Orthogonal training sequences) in one plot. 

From Fig.3.9 and Fig.3.10 we can observe that computationally efficient estimation 

method approaches the ML estimation method or CRLB as the SNR value increases. This is 

due to the use of Orthogonal training sequences, which will not produce any noise floor as 

training sequences are Orthogonal to each other and not interfere to each other while 
estimation process. 

Fig.3.12 shows the MSE performance of computationally efficient estimation method of 
both 4 x 1 and 4 x 2 MIMO systems using pseudo random sequence and orthogonal sequence 
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as training sequences. From the plot we can notice the performance improvement in using 

orthogonal training sequences. 

10-3 	
MSE performance with Unknown Channel (Using Orthogonal sequence) 
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Chapter-4 

Carrier Frequency Offset Estimation in MIMO 
OFDM Systems 
4.1 Introduction 

As we know that OFDM is a popular method for high data rate wireless transmission. 

OFDM may be combined with antenna arrays at the transmitter and receiver to increase the 

diversity gain and/or to enhance the system capacity on time variant and frequency selective 

channels, resulting in a multiple-input multiple-output configuration. This combination 

MIMO OFDM is very beneficial as OFDM will transform each frequency selective MIMO 

channel into a set of parallel frequency flat MIMO channels and therefore decreases 

equalization complexity drastically in MIMO systems. 

Synchronization is an essential and most important task for any digital 

communication system. Without a proper accurate synchronization method, it is not possible 

to reliably receive the transmitted data. It the same case for MIMO OFDM systems too. 

Failing to synchronize the carrier frequency will destroy the orthogonality between 

subcarriers and cause ICI. So, accurate estimation and compensation of CFO is very 

important. But, while considering MIMO OFDM systems there exists multi-antenna 

interference (MAI) between the received signals from different transmit antennas. The MAI 

makes CFO estimation more difficult, and a careful training sequence design is required for 

training-based CFO estimation in case of MIMO systems. 

In this section, firstly we will have a brief discussion on Chu sequences. Then after 

we will have a detailed discussion on CFO estimators for MIMO OFDM systems, which use 

sequences constructed from Chu sequences as their training sequence. And finally simulation 

results of the estimators discussed will be produced and compared. 
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4.2 Chu Sequences 

In this section we will have a brief over view on Chu sequences named after its 

inventor David C. Chu [27]. Polyphase codes with a periodic autocorrelation function, that is 

zero everywhere except at a single maximum per period have been described by Frank and 

Zadoff [28] and Heimiller [29]. The lengths of such codes are restricted to perfect squares. 

But, Chu sequences are the codes with the same correlation properties and can be constructed 

for any code length. 

Consider a code {sk } of length N composed of unity modulus complex numbers, i.e., 

	

sk =exp(jak ) 	 k=  0,1,...,N-1 	(4.1) 

Let autocorrelation function of code sequence {sk } be denoted by {xj } . Then it is defined as 

follows: 
N-1 

x0 =I SkSk 
	 (4.2) 

k=0 

N-j-I 	 N-1 
x j = 	Sk Sk+j + 	SkSk+j-N 	 J =1,2,...,N-1 

k=0 	 k=N-j 

It can be shown that for any sequence length N, (i.e. N may be even or odd) the phases ak 

can be chosen such that for j =1, 2, ..., N —1, x j =0 when j ~ 0 and xj will be maximum 

when 1=0.  If we choose phases ak = M,rk 2I N where M is an integer relatively prime to N 

(and N can be even or odd) then we can get periodic autocorrelation function as mentioned 

above. 

The Real and Imaginary parts of the Chu sequence {sk } with sequence length N=64 

and M=21 are shown in Fig.4.1 (a) and Fig.4. 1 (b). Autocorrelation values {xj } are shown in 

Fig.4.2. Trivial variations such as cyclic shifts, addition of a constant to {sk } , or conjugation 

the entire sequence obviously will not affect the autocorrelation function. In addition, certain 

linear phase shifts of the form exp (j 27rgk/N) , where q is any integer, when introduced into 

the sequence also will not affect the correlation properties of sequence. 
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4.3 System Model 
Let us consider the MIMO OFDM system with N. transmit antennas, NR receive 

antennas and N subcarriers. Fig.4.3 shows the detailed block diagram of NT x NR MIMO 

OFDM system. Suppose the training sequence transmitted from the p" transmit antenna be 

denoted by Nx 1 vector t,, . Before transmission, this vector is processed by an IDFT and a 

cyclic prefix of length Ng is inserted. Length of Ng is selected such that it is greater than 

length of the channel L. i.e. Ng >_ L —1. If we assume that all transmit-receive antenna pairs 

are affected by the same relative CFO ` c ' . Then, the received vector y,, at the v" receive 

antenna after removing cyclic prefix of length Nx 1 is given by 
NT -1  

yv = V ~ve~2~reNg~NDN 
(g) 	IF, diag{h

_
(1.~)} tN 	i 	(4.3 ) 

N 	l 

where DN (e) = diag{[1,e'2 Re/1 ,....,ei2xe(N-1)m]T l 

Fr", is Hermitian of Fast Fourier Transform matrix. 

[FN ]m ,n 	exp (— j22rmn/N) is the (m, /h entry of matrix FN . 

_ F Le;°, FN....., eN-, h (v,F~) 

h(v' p) is L x 1 vector denoting length-L channel impulse response from 

the p'" transmit antenna to the v`" receive antenna. 

t. denotes training sequence vector from the ,u`" antenna of length 

Nx1 

ii denotes Nxl vector of additive white complex Gaussian noise 

with zero mean and o variance. 

In the subsequent sections we will use this system model equation (i.e.Eq.(4.3)) for the 

analysis of the CFO estimators of MIMO OFDM system which use the training sequences 

that are constructed using Chu sequence. 
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4.4 CFO Estimation using Chu sequence based Training 
sequences (CBTS) 

In this section we will discuss one of the effective CFO estimation method for MIMO 

OFDM system presented by Yanxiang Jiang, Hlaing Minn and Xiqi Gao [30]. This method 

will estimate the CFO in two parts ; that is integer part known as ICFO and fractional part 

known as FCFO. This estimation method is a training sequence based estimator and uses the 

two types of suboptimal training sequences that are constructed using Chu sequence. The 

constant time domain magnitude of Chu sequence precludes peak-to-average power ratio 

problems that plague many CP based systems. In addition, certain linear phase shifts when 

introduced into Chu sequence also will not affect the zero autocorrelation property. 

Let denote the Chu sequence of length `P' and each element of sequence be denoted by 

Is] p 	0<_ p<_P-1 	 (4.4) 

where L is co-prime to P 
Then, the P x 1 training sequence vector at the y1h  transmit antenna• is generated from s as 

follows; 
SN  = Q/NT rjps M) 

	

(4.5) 

where Q = N/P , M = LP/N1] and N, >_ NT  are design parameters. Fp  is FFT matrix 

of size-P. 

Let us refer to the training sequence constructed in Eq.(4.5) as Chu sequence based Training 

sequence 0 (CBTSO) and the training sequence constructed using Eq.(4.6) as Chu sequence 

based Training sequence 1 (CBTS 1). 

SN  = Q/NT FpS 
	

(4.6) 

Then, the N x 1 training sequence vector at the fit`" transmit antenna is constructed from 

Eq.(4.5) as follows: 

where 0 5 i,, S Q —1 and if , = iff 1 c ='u' . 

O9 eN+Q ......., a q+(P-1)Q1 and eN denotes the k̀ "  column vector of IN  . 



According to the construction of the training sequences and exploiting the properties of Chu 

sequence, we note that the proposed training sequences have the following properties [30]: 

1. The training sequences are orthogonal to each other 

2. All the `P' pilots relevant to each training sequence are uniformly spaced. 

3. The time domain sequences corresponding to the proposed frequency domain training 

sequences have constant amplitude and zero auto-correlation. 

For convenience, let us denote y = yo , y; ,...., yv ,......,YNR _, ]T , then this NRNx1 cascaded 

received vector y over NR receive antennas can be written in compact form from Eq.(4.3) 

as follows. 
j27r6Ng 

Y=~e N {INA ®(DN (e)Sh+w 	 (4.7) 

where 	iT hVT 
= [())T 

,(h0)T , 	
h(v,NT -'))T J

Q, lt1 ......,N-1 
 

— —T S = H diag [ Tso , T s, ,....,: r;r_, 
T F 

T 

	

10j,,Oil ,.....,O;N
T-I 	FN 

F 
 = [

_  _  T 

eNT ® 070, eNT ®OT , ...., e 
_

NT -I ®OT 
 NT ]{INT ®[FN I1, ' OL%(N-L) ] 

T 	T 	T and w=[ Two ,ii ........ 

Taking log-likelihood function of Eq.(4.7) and ignoring the constant terms, we get 

	

2NCNR 	 2 

In p(Y/s,h)=_a 2 y-e' N SIN, ®[DN (e)S]} h 	 (4.8) 

Fixing `E' and maximizing (Eq.4.8) with respect to h, we can get the maximum likelihood 

(ML) estimate of h. 

22WN 

= eI N 1INR ®[(SH S)-' SHDN ( e)]1 Y 	 (4.9) 
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Substituting the above result back into Eq.(4.9), we can get the ML estimate of `E' by solving 

the following maximization problem, 

= arg max{' JI'. ®[DN (s)S(S"S)-' S"DN (—E)]}y } 	(4.10) 
ll 1 

= arg max IIIIN, 0[FN,,PxNDN (—s)1 y
2

l 	 (4.11) 
E  

We notice that matrix inversion is avoided for the ML estimation of `e', which is essentially 

due to property 1 of the training sequences. 

To avoid the, large point DFT operation and the time consuming line search and also to 

guarantee the estimate precision, authors proposed to *estimate first integer CFO (ICFO) and 

then fractional CFO (FCFO). But, the acquisition range of the CFO estimator as shown in 

Eq.(4.1 1) with properties will become (— IQ/ 21, IQ/21) 

The estimate of ICFO ~i firstly using N point FFT is given by 

jj~,N. E, = arg max0[FNTPXNDN (4.12) 
;=(-IQ/21.IQ/zD 

and ICFO correction could be done by multiplying the received vector y with correction 
21aiN, 

factor e' N (INR ®DN (—E; )) . 

lneNg 
y=e N (IN. ®DN (—s,))Y (4.13) 

The FCFO Ef should be estimated based on the received vector which is corrected by ICFO 

correction factor. Assume E; = e, and substitute Eq.(4.7) in Eq.(4.13), then y could be 

written as follows, 
I 2- f Ng 

y=e N {INR ®(DN (6)S))h+u 	V 	(4.14) 

2~rs;Ng 
where u = e~ N (INR ®DN (—s1 )) i 	 (4.15) 
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From the properties of the proposed training sequences Eq.(4.14) can be expressed as 

j2;te N 

	

y=e N g {INR ®([DNCsO),DN(pI).....,DN(PNT_I)]S)h}+IT 	(4.16) 

where S=[IN, ®1Q ®f1?' .....,IN ®1Q ®fP"''
*

~diag{s"} 

From the Eq.(4.16), estimation of the FCFO E f is equivalent to estimation of the NT different 

equivalent CFO's {
T1

.. Using some properties of training sequences and performing 

algebraic manipulations we can arrive at 

A = LQ [1, - EXEx]I'Q 
	

(4.17) 

where LQ is the unitary column conjugate symmetric matrix used for transforming 

the complex covariance matrix into real one. 

E. is the matrix obtained from the eigen decomposition of the real covariance 

matrix. 

.2n3 	i2r(Q-1)R T 	 N-1 Let us define, aQ (13) = 1, e Q ....., e 	Q 	then the estimates of {/3K = µo correspond to 

smallest NT local minimum of 

aQ (l) A&Q (/3) 
	

(4.18) 

The local minimum of Eq.(4.18) can be obtained by invoking large point FFT grid searching, 

but the computational complexity of this approach is very large due to exhaustive search. 

In order to compute efficiently, Eq.(4.18) is transformed into a polynomial of degree 
243 

2 (Q —1) using parametric vector bQ (z) _ [l, z,..., zQ-' ]T 	j where z = e Q The polynomial is 

given by 

f (z) = b ' (z)J.Ab, (z) 	 (4.19) 
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~NT-1 
can be indirectly estimated by finding the second order roots of f (z) = 0 which. 

µ=0 

2NT -1 
are closest to the unit circle. Obtain the final FCFO by averaging { s" f } 21' . 

1 2Nr _  
E f. 2NT EEr.n 

(4.20) 

we can obtain the whole CFO by simply adding ICFO form Eq.(4.12) and FCFO from 

Eq.(4.20). i.e. 

E=s,+9 f 	 (4.21) 

Simulation results of this method simulated for 3 X 2 MIMO OFDM system are presented in 

section 4.5. 

4.5 Simplified CFO Estimation using Chu sequence based 

Training sequence (CBTS) 
We know that the maximum Likelihood CFO estimation method is computationally 

complicated since it requires a large point Discrete Fourier transform operation and time 

consuming line search. So many reduced complexity algorithms have been proposed in the 

literature. The one which we have discussed in the section 4.4 is based on the roots directly 

from the cost function and need the complicated polynomial rooting operation, which is hard 

to implement in practical OFDM systems. 

In this section we will discuss the CFO estimation method which uses a simple 

polynomial factor method instead of complicated polynomial rooting operation [31]. This 

method can be implemented via a simple additions and multiplications in practical OFDM 

system. If we look at the received .signal of the MIMO OFDM system Eq.(4.3) and by 

exploiting the properties of Chu sequences we can write the received vector y into the 

Q x NRP matrix Y. 

(4.22) 

_ T  
where its elements are given by [Yv 1 	y, p =L((eN,) ® IN ) 51  

qP+p 
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Let us define 

— gt c 	l 	2;r a+i 	1/ 	T 	 ( 
b _[i, w) Q 	N~ 	J 	 -) Q~ 	

l ~ 	 ei2 	,......, 	9 e 	,.........e 	 (4.23)  

B (E) = [bo, bi.......b~,.......bN _, 	 (4.24) 

Then Y can be expressed in the following equivalent form as 

	

Y = B (9) X+ W 	 (4.25) 

where X=[X0,X1........,XNN _I ] Xv =[x~°'0) ,xl°'' ) ,.....xl" ,l<)........,x(°,NT -1) IT 

z~v•f~) = ~ J2neN  /N D 
	['L,

T-
D P (e + ,1 ) x FP diag {S, 19 FN 	OLx(N-L) ] h (°.N) 

W is the Q x N RP matrix generated from w in the same way as Y. 

According to the multivariate statistical theory, the log likelihood function of Y conditioned 

on B (8) and X can be obtained as follows; 

lnp(Y IB(s),X)=-6,--2Tr{[Y-B(s)X][Y-B(E)X]N} 	(4.26) 

Then after some straight forward manipulations, we obtain the reformulated log likelihood 

function as follows; 

	

lnp(Y I s) =Tr[BH (s")I B(e)] 	 (4.27) 

where f( = YY" 

Direct grid searching from Eq.(4.27) yields the ML estimate of the carrier frequency offset; 

however as this method is computationally quite expensive. To efficiently compute the CFO, 

we will use this simplified CFO estimator for MIMO OFDM systems. 

Let z = e' 2° 	z = e'2ii'' /Q and b (z) = [l z 	zq 	zQ-' IT then by exploiting the 

Hermitian property of R y. , the log-likelihood function in Eq.(4.27) can be transformed into 

the following equation from 

1
f (z) = F , NI b ( Z,) c (Z) +C H NI b (Z;') 	(Z-') 	 (4.28) 

N=0 	 N=0 

	

where c is a Qx 1 vector with its qth element given by 	 = fc1 	[R 	
! 	

(4.29) 
L J4 
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From the definition of c , we can notice that the q`h element of c corresponds to the sum of 

the q`h upper diagonal element of A,,Y . Taking the first order derivate of f (z) with respect 

to z yields 

[N'_I ~_(
Nr-1 

f (z) = z-' cT ~  z) 0(z) Qq - c H E b (z;1 ) CYi (z-') C 	(4.30) 
N=o  N=o 

where q = [0,1, .., q, ...Q -1]T 

By letting the derivate of the log-likelihood function f' (z) be zero, the solutions for all 

local minima or maxima can be obtained. Putting these solutions back into the original log-

likehood function of Eq.(4.28) and select the maximum by comparing all the solutions 

obtained in the previous stage. Although the search free approach has a relatively lower 

complexity, it still requires a complicated polynomial rooting operation, which I s hard to 

implement in practical OFDM systems. With the aid of the Chu sequence based training 

sequence (CBTS) this polynomial rooting operation can be avoided for the training sequence 

aided CFO estimation in MIMO OFDM system. 

If we assume that P >- L , the channel taps remain constant during the training period, 

and the channel energy is mainly concentrated in the first Mtaps, with M < L. Then, we have 

CI NE'b(zw' ) 	(z-1 )G =z-ok( i ). T N,b ( zN ) C ( z )C 	(4.31) 
'U=o l  l  'U=o 

where k (a) = c [4/[(Q /[(Q - a) []Q ] with 1 <- i _< Q -1, the parameter i denotes the index of 

the upper diagonal of J. . 

From Eq.(4.31) we can decompose Eq.(4.30) as follows 

Nr-1_ 
f ( z ) = z 1zQ _ k (t)lT E b ( zN) c ( z ) 	 (4.32) J 	N=0 

Assuming NT <Q and z = e'2i3OI Q , after some mathematical simplification [5] we get 

Nr -1_ 
(4.33) 

N=~ 

~TZ 



It follows from Eq.(4.32) and Eq.(4.33) that z = z is one of the roots of both f' (z) = 0 and 

zQ — k (a) = 0. Unlike f' (i) = 0, the roots of zQ — k (a) = 0 can be calculated without the 

polynomial rooting operation. Therefore by solving the simple polynomial equation 

zQ — k (t) = 0, the CFO estimate can be efficiently obtained as follows; 

=argmax{f(z)Iz=e'21e/Q} 	 (4.34) 
EE{E9}q,~ 

9 

where Sq = arg { k (z) } /(2,r) + q — Q/2 

If we compare the CFO estimation method discussed in section 4.4 with the method 

discussed in this section, we find that this method is computationally efficient one as 

polynomial rooting operation is avoided and can be easily implemented via simple additions 

and multiplications in practical OFDM systems. 
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4.6 Simulation Results 

4.6.1 Simulation Results of method discussed in section 4.4 
To perform CFO estimation using Chu sequence based training sequences for MIMO 

OFDM system as discussed in section 4.4, we use the following parameters; 

> Assumption : All transmit/receive antenna pairs are affected by same CFO 

> No. of Transmit antennas : NT = 3 

> No. of Receive antennas : NR = 2 

> No. of subcarriers : N = 1024 

> Guard interval : Ng  = 64 

> Training sequence used : Random sequence and Chu sequence based training 

sequences (CBTSO & CBTS 1) 

> Training sequence parameters : P = 64 and Q =16 

> Each channel has : 4 independent Rayleigh fading taps whose average powers and 

propagation delays are (0, -9.7, -19.2, -22.8)dB and (0, 0.1, 0.2, 

0.4) us respectively. 

> Modulation scheme used : QAM modulation 

> SNR values taken: (0, 5, 10, 15, 20) dB 

> No. of Monte Carlo simulation trials : 106  

Fig.4.4 shows the Mean Square Error (MSE) results of the estimation method discussed 

in section 4.4 using different types of training sequences. We can note from the plot that the 

performance of estimator using Chu sequence based training sequence is better than random 

sequence. If we compare CBTSO and CBTS1 performance, CBTSO performance is little 

more better than CBTS 1 and approaches CRLB. 
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4.6.2 Simulation Results of method discussed in section 4.5 
To perform CFO estimation using Chu sequence based training sequences for MIMO 

OFDM system using simplified estimator as discussed in section 4.5, we use the following 

parameters; 

> Assumption : All transmit/receive antenna pairs are affected by same CFO 

> No. of Transmit antennas : NT = 3 

> No. of Receive antennas : NR  = 2 

> No. of subcarriers : N = 1024 

> Guard interval : Ng  = 64 

> Training sequence used : Random sequence and Chu sequence based training 

Sequence (CBTS1) 

> Training sequence parameters : P = 64 and Q =16 

> Each channel has : 4 independent Rayleigh fading taps whose average poM)ers and 

propagation delays are (0, -9.7, -19.2, -22.8}dB and (0, 0.1, 0.2, 

0. 4} us respectively. 

➢ Modulation scheme used: QAM modulation 

> SNR values taken: (0, 5, 10, 15, 20} dB 
> No. of Monte Carlo simulation trials : 106  

Fig.4.5 shows the Mean Square Error (MSE) results of the simplified estimation method 

used for MIMO OFDM system that is discussed in section 4.5 using different types of 

training sequences. We can note from the plot that the performance of estimator using Chu 

sequence based training sequence is better than random sequence. 

Fig.4.6 shows the MSE performance of the both estimation methods i.e. polynomial 

rooting method (discussed in section 4.4) and computationally simplified estimation method 

(discussed in section 4.5) using CBTS. We can see that the performance of computationally 

simplified estimation method is close to the one which is discussed in section 4.4. 
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Chapter-5 

Conclusions 
The basic and most essential task that is to be performed in any digital communication 

system is synchronization, without which a reliable reception of transmitted data is quite 

impossible. Synchronization for any digital communication system can be viewed in two parts: 

Carrier frequency synchronization and Symbol timing synchronization. Carrier frequency 

synchronization or estimation can be performed in two ways: Training sequence based 

estimation and Blind estimation. Even though training sequence based estimation methods are 

slightly spectral inefficient than blind ones, their computational complexity is less. So, they are 

the mostly used ones in practical systems. 

This dissertation work is aimed at performance study of training sequence based Carrier 

Frequency Offset (CFO) estimation methods that are used for MIMO and MIMO OFDM 

systems. The conclusions that are drawn from the previous discussions and simulation results are 

as follows 

CFO Estimation in MIMO Systems 

> We have investigated above computationally intensive Maximum Likelihood (ML) 

estimation method and from their simulation results we observed that it will give optimal 

estimation values even using pseudo random sequence as training sequence. From its 

MSE performance results we observe that at higher SNR values its performance attains 

the Cramer-Rao Lower Bound (CRLB), -which is the benchmark, showing the lowest 

value that cannot be crossed by any unbiased estimator. 

> We have also looked at computationally efficient ML estimation method and observed 

that this method will not attain the optimum performance even at higher SNR values due 

to the presence of noise floor created by training sequences transmitted from other 

transmit antennas at the same time. In order to remove this noise floor orthogonal training 

sequence is used. From simulation results obtained using this orthogonal training 

0 
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sequences, we can observe that MSE performance of computationally efficient ML 

estimation method approaches the performance of ML estimation method at higher 

values of SNR. 

CFO Estimation in MIMO OFDM System 

> We have investigated CFO estimator for MIMO OFDM systems, which use zero auto 

correlation propertied Chu sequence based training sequences (CBTS) for estimation 

purpose. It estimates CFO using polynomial rooting technique, which is 

computationally complex and hard to implement in practical OFDM system. From 

simulation results we can observe that MSE performance of this method approach 

CRLB for higher values of SNR. We can also observe that even for pseudo random 

sequence the MSE performance is attaining the acceptable level. 

> We have also looked at another CFO estimator which also uses CBTS and factor 

• decomposition method for finding the estimate value, whose computational complexity 

is much lesser than the earlier method. From simulation results we observe that the 

MSE performance approaches CRLB for higher SNR values. But same is not true when 

pseudo random sequence is used as training sequence. 

➢ If we observe the MSE performance of both methods we can see that the performance 

of computationally efficient estimation method using CBTS is quite similar to 

computationally intensive method. 

Scope of Future Work 

> As we know, along with the accuracy of the estimate consistency is also an important 

parameter to be considered for any estimator. Its importance can be observed when the 

communication link is emergency and crucial. So robust and consistent training 

sequence design for carrier frequency offset estimation in MIMO and MIMO OFDM 

systems can be a possible line of future work. 
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