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ABSTRACT 

Ultra Wideband Technology for commercial communication application is a 

recent innovation. Short-range wireless systems have recently gained a lot of attention to 

provide multimedia communications and to run high speed applications around a user 

centric concept in so called Wireless Personal Area Networks (WPAN). UWB 

technology presents itself as a good candidate for the physical layer of the WPAN. 

In this thesis, we present a comparative study analysis and system performances 

of the time-hopping and direct-sequence systems. TH-PPM is a originally proposed 

modulation scheme for UWB systems. We have shown the bit error rate (BER) 

performance of the TH-PPM, TH-BPSK, DS-PPM and DS-BPSK systems. 

Further, we extended our work for different number of users and different 

monocycles used for the transmission. Under different system parameters, the BER of 

time-hopping and direct-sequence systems are examined. 
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Chapter 1 
INTRODUCTION 

1.1 Introduction 
Today's emerging technology Ultra-wideband impulse radio (UWB-IR) is built on a long 

history of technological advancements in the field of wireless communication. Since the 

invention of first wireless telephone system by Marconi, a steep growth is seen in 

wireless services. The number of cellular phone users has increased dramatically. With 

the rapid proliferation of wireless communication services in past decades, the wireless 

technology also has grown enormously. 

UWB-IR is a most recent technology in wireless communications. It has received 

great attention in both academia and industry for applications in wireless 

communications. However, it is as deeply rooted as wireless communication itself. 

UWB-IR is a fast emerging technology with uniquely attractive features inviting major 

advances in wireless communications, networking, radar, imaging and positioning 

systems. 

1.2 UWB Communication System 
UWB-IR is based on the continuous transmission of very short pulses; very short refers to 

pulse duration of the order of nano seconds. The information bits are usually transferred 

by one or more pulses. 

The Federal Communications Commission (FCC) has allocated 7.5 GHz of the 

spectrum for unlicensed use of UWB devices in the 3.1 to 10.6 GHz frequency band. A 

UWB system is defined as any radio system that has a 10-dB bandwidth larger than 25 

percent of its center frequency, or has a 10-dB bandwidth equal to or larger than 1.5 GHz 

if the center frequency is greater than 6 GHz, that is B > L-, where B = fH  — fL  and 
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=  fH ff  with fH  and fL  are being the upper and lower 1 O-dB cut off, points 
2 
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Fig 1.1 FCC Spectral Masks for UWB Indoor Communications Systems [1] 

In general, UWB technology has many benefits due to its ultra-wideband nature 

which include high data rate, less path loss and better immunity to multipath propagation, 

availability of low-cost transceivers due to absence of carrier signal and extremely low 

power spectral density (PSD). The applications majorly cover two areas namely location 

and communication. Locations include ranging instruments; ground penetration radars for 

mine detection, tracking and precision location; military, public safety and rescue teams 

application. Broad-band ad-hoc wireless networks; Local Area Networks (LANs); Body 

Area Networks (BANs); smart-home systems; fourth generation cellular systems comes 

under the category of communication applications. 

1.3 UWB Transmission 
UWB usually refers to impulse based waveforms that can be used with different 

modulation schemes. The transmitted signal consists of a train of very narrow pulses at 

base band, normally of the order of a nano— seconds. Each transmitted pulse is referred to 
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as a monocycle. The information can be carried by the position or amplitude of the 

pulses. 

1.3.1 Monocycle Waveforms [2] 
The frequency-domain spectral content of a UWB signal depends on the pulse waveform 

shape and the pulse width. Typical pulse waveforms used in research include: 

• Rectangular, 

• Gaussian, 

• Gaussian doublet, and 

• Rayleigh monocycles, etc. 

A monocycle should have zero DC components to allow it to radiate effectively. 

A rectangular monocycle with width Tp can be represented by [u(t) — u(t — T,) ] , 

where u(.) denotes the unit step function. The rectangular pulse has a large DC 

component, which is not a desired property. 
In most of the cases for communication purpose Gaussian pulses and it's 

derivatives are used. The reason behind the popularity of these pulses is twofold: i) 

Gaussian pulses come with the smallest possible time-bandwidth product of 0.5, which 

maximizes range-rate resolution, and ii) The Gaussian pulses are readily available from 

the antenna pattern. A generic Gaussian pulse is given by 

1 	2~`Q ~2 pg (t) = 	e 

Where ,u defines the center of the pulse and a determines the width of the pulse. 

Some monocycles are derived from the Gaussian pulse. The Gaussian monocycle is the 

second derivative of a Gaussian pulse, and is given by 

t -,u z 
Pc (t)=,4c 1-I 	e 

Where the parameter 6 determines the monocycle width. The effective time 

duration of the waveform that contains 99.99% of the total monocycle energy is TP = 7a- 

centered at fc = 3.56. The factor A,3 introduced so that the total energy of the monocycle 

is normalized to unity. 

(1.2) 
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The Rayleigh monocycle is derived from the first derivative of the Gaussian pulse 
and is given by  

[t-'u]e
z ~

)2 

PR(t) = AR 62 (1.3) 

3 
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Fig 1.2 The monocycle waveforms 

Different from the rectangular waveform, an important feature of the above 

monocycle is that they do not have a DC component, which makes the radiation of the 

monocycles more efficient. 

Define the -10 dB bandwidth of the monocycles as B1odR = fH — fi , where f H 

and fL are the frequencies at which the magnitude spectrum attains 1/ 10 of its peak 

value, and the nominal center frequency as f = fH +f i 
2 

1.3.2 Criteria 

Important criteria in designing the monocycle waveform include:• 

1. Simplicity of the monocycle generator, and 
2. Minimal interference between the UWB system and other narrowband system 

coexisting in the same frequency band . 
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1.3.3 Channel modeling [3] 
In 1987 Saleh-Valenzuala gave a channel model based on measurements utilizing low 

power Ultra-short pulses of width lOns and center frequency 1.5GHz in medium-size, 

two storey building. In this model he assumed that, mutipath components arrive at the 

receiver in groups (clusters) The arrival of these clusters are assumed to be Poisson 

distributed with rate A. Within each cluster, the arrival of the multipath components are 

also assumed to be Poisson distributed with rate 2> A. In this modeling, the channel 

impulse response is given by- 
W 

r=0 

00 

= 	am,ne'e n  alt —Tm  — r m  n) 	 (1.4) 
m=0 n=0 

am n  denotes the gain of the n`" multipath component of the mth  cluster, having phase 

gm,n • T + rrm,n (rm,o = 0) denotes the arrival time of the n`" component of the m" cluster, 

Bm n  are independent uniform random variable over [0 2ir] and am,,  are independent 

Rayleigh random variable. 
In 2002, the channel modeling subcommittee of the IEEE 802.15.3a Task group 

recommended a channel model, which includes aforementioned work as well as recent 

advancements. According to this new model which is nothing but modified version of 

Saleh-Valenzuala model, the total number of paths is defined as the number of multi-path 

arrivals with expected power within 10dB from that of the strongest arrival. In this model 

Rayleigh distributed model parameter a, is replaced by log-normal distribution. The 

phase Bm ,n  are also constrained to take values 0 or n, with equal probability to account 

for signal inversion due to reflection, yielding a real valued channel model. 

Let p(t) denote the transmitted pulse of duration , . After multipath 

propagation the received waveform g(t) is given by 

g(t) = p(t) ® h(t) 
L 

= arp(t — ,) 
r=0 
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co 

= 	am neJom n p(t — Tm —Zm,n) 	 (1.5) 
m=0 n=0 

Where ® denotes the convolution 

The spacing among multipath delays {v }L o  is in the order of nano seconds. These 

delayed copies of p(t) can be resolved in g(t) if Tp  is sufficiently small. 

1.4 Modulation [4] 
We define two basic types of modulation for UWB Communications. These are: 

• Time based techniques 

1. Pulse position modulation (PPM) 

• Shape-based techniques 

1. Bi-phase modulation (BPM) 

2. On-off keying (OOK) 

3. Pulse amplitude modulation (PAM) 

4. General pulse shape modulation (e.g. orthogonal pulse modulation, 

OPM). 

1.4.1 Pulse Position Modulation(PPM) 

An important parameter in the pulse position modulation is the delay of the pulse. That is, 

by defining an arbitrary shape p(t) , we can modulate the data by the delay parameter 

r ;  E {0, S} to create pulses s;  , as 

S, = p(t —z; ) 
	

(1.6) 

Where i =1, 2 and s1 , s2  represent transmitted signals for information bits 0 and 1. 

The advantage of PPM is that it is simple and the ease with which the delay can be 

controlled. 
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Fig 1.3 PPM waveforms 

1.4.2 Bi-phase modulation(BPM) 
Mathematical representation for the BPM is stated as: 

Si = Cip(t)  

2 	2.5 

(1.7) 

where 6;  E { 1, —1} 
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Fig 1.4 BPM waveforms 

The parameter a-  is known as the shape parameter. For a binary system two resultant 

pulse shapes s, and s2  are defined simply as s, = p(t) and s2  = — p(t) . 
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1.4.3 Pulse-amplitude modulation (PAM) 
Pulse-amplitude modulation (PAM) for UWB can be represented as 

s; = 6;p(t) ,  

Fig 1.5 PAM waveforms 

Where the pulse shape parameter 6 takes on positive values greater than zero. For 

example, in binary system a. E 11, 21 and s, = p(t) , s2 = 2p(t) . 

In general PAM is not preferred for most short range communication. The reason 

is, an amplitude modulated signal which has smaller amplitude is more susceptible to 

noise interference than larger counterpart. Furthermore, more power is required to 

transmit the higher amplitude pulse. 

1.4.4 On-Off Keying (OOK) 
On-off keying (OOK) for UWB can be characterized as a type of pulse shape modulation 

where the shape parameter a is either 0 or 1 and transmitted signal represented as 

Si = cr;P(t) 	 6r E {0,1} 

-- ........ ---- --- 

s 

r 

i 

-------- 

i  i 
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i  r 
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i i 
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Fig 1.6 OOK waveforms 
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The problem in OOK is the presence of multipath, in which echoes of the original or 

other pulses make it difficult to determine the absence of a pulse. It is a binary 

modulation. It can't be extended to M-ary modulation, as can PPM, PAM and OPM. 

Although OOK has a very straightforward implementation, there are numerous 

system drawbacks. In either, in hardware or software based receiver design, 

synchronization can be easily lost if the data contains a steady stream of `0's. Also, the 

BER performance of OOK is worse than bi-phase modulation due to the smaller symbol 

separation for equal symbol energy. 

1.4.5 Orthogonal — Pulse Modulation (OPM) 

Orthogonal-pulse modulation (OPM) is simply a subset of general pulse shape 

modulation with the property that the pulse shapes are orthogonal to each other. The 

advantage of OPM is not strictly related to the modulation, rather to the multiple access 

method. Unfortunately, a simple pulse shape parameter a is inadequate to describe the 

set of pulses which we may encounter, and here we simply label each pulse as a general 

P1 ,  P2............p and assume that pulses are designed so as to be orthogonal. 

Si  = IAIP2............PiI 
	

(1.8) 

,0 

Fig 1.7 OPM waveforms 

1.5 Multiple Access [121 
Multiple access (MA) in UWB communication is an area of active research. To date 

several time-division or code-division pulse amplitude modulation (PAM) or pulse 

position modulation (PPM) schemes have been proposed to separate multiple users in 

UWB communications. Conventionally, all users employ the same pulse shape and 

modulate the transmit pulse based on changing amplitude or position. One concern with 

using the same pulse for all channels is that the multiple access interference (MAI) 
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increases as the number of users increase. This is due to increased cross-correlation 

between similar pulses of the different channels, raising thus the noise floor in such 

systems. 

1.5.1 Time Hopping UWB 

Multiple access is achieved in impulse radio through timely sharing the channel. From 

[8], time hopping sequence must have a distinct time shift pattern assigned to each user in 

order to eliminate catastrophic collisions. 

i) Uniform Pulse Train Spacing: A pulse train of the form s(t) _ 	w(t — jTr ) consists 

of monocycle pulses spaced Tf seconds apart in time. The frame or pulse repetition time 

typically may be a hundred to a thousand times the monocycle width, resulting in a signal 

with a very low duty cycle. Figl.8 shows the relationship between T f and T. . 

-jl ~f~Tr 

Fig. 1.8 Relationship between T f and Tp 

ii) Random/Pseudorandom TH: In this scheme, each user is assigned a distinct pulse-shift 

pattern ci~~ , called a TH sequence. For UWB systems, spreading 'properties of time 

hopping codes are discussed in [11]. These time hopping sequences c( k) are 

pseudorandom with period Nh and c( k) E (0, N,, —1) . 

As defined in [4] and [8], the modulating data is assumed to change only every 

NS . Fig. 1.9 shows the repetition structure where bit duration Tb = N ST f . 

10 



Fig.1.9 The repetition structure of the information bit 

iii) Modulation Schemes: An information bit is spread over multiple pulses to achieve a 

processing due to the repetition structure. 

The information signal s(t) for the k``' user can be written as 
0o N —► 

s(t) — 	p(t — iTb — JTf — c~k>Tc )df k> 

i=-.o JO 

For PAM modulation 
, NS-1 

s(t) = I E p(t — iTb — jT f — c'k)TT — 8d; k) ) 
-~ jFo 

For PPM modulation 

s " (  t) — E E pd(k) (t — ITb — jT f —c7)  
i--o j_O 

For PSM modulation 

1.5.2 Direct Sequence UWB 

In direct-sequence UWB systems, a pseudo random code is used to spread an information 

bit, into chips. Performance of DS systems is discussed in [19] and [21]. In a typical 

direct-sequence spreading scheme, the binary base band pulse amplitude modulated 

signal for k'" user is given as 
, N-1 

d,k~cp(t—iTr,—jTc) 
r-~ j=o 

Where c(k) is a direct-sequence for the k" user and takes values c E {-1,+1}. Pseudo-

random codes are used to separate users and to provide a processing gain. 
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The remainder of the chapter is organized as follows. In section 2.2, system 

models for different modulation schemes (i.e. TH-PPM, TH-BPSK) are presented. 

Analysis of various modulation schemes is done in section 2.3 and 2.4, section 2.5 is 

fully devoted in deriving BER expressions for TH-PPM and TH-BPSK systems. Finally, 

simulation results and comparison of TH-PPM and TH-BPSK for different values of 

parameters are summarized in section 2.6 and 2.7. 

2.2 System Model 
We consider a UWB communication system described in [6], [8], [10] and [13], in which 

each user is assigned a unique and random time hopping code cW , where 0 <_ c(k) < Nh . 

This spreading code is basically used to randomize the transmitted pulse timing instants 

by Tc and is designed in such a way that NhTc ~ Tf . 

In UWB systems, the choice of transmitting pulse strongly affects the bit error 

rate performance. There are number of pulses, proposed for UWB communications 

including the Gaussian pulse, derivatives of Gaussian pulse, Manchester monocycle and 

Hermite pulses. For this system, we have used doubly differentiated Gaussian pulse given 

below (also shown in fig.2.1) 

1~- 

0.5 

0 

-0.5 L 
-5 
	-4 	-3 	-2 	-1 	0 	1 	2 	3 	4 	5 

x 10'0 

Fig.2.1 Doubly differentiated Gaussian pulse 
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Fig.1.9 The repetition structure of the information bit 

iii) Modulation Schemes: An information bit is spread over multiple pulses to achieve a 

processing due to the repetition structure. 

The information signal s(t) for the k'`' user can be written as 
oo N, —1 

	

s(t) — 	P(t — iTb — jT f — c l )d(k) 
t=- 0 j=O 

For PAM modulation 
N, —1 

	

s(k) (t) — 	Y p(t — iTb — jT f — c5k}T~ — 8d,) 
i=-  =O 

For PPM modulation 
.o N-1 

	

— 	 a;ks(t—iTb—jTf—c~k~TT) 
;_-oD j=O 

For PSM modulation 

1.5.2 Direct Sequence UWB 

In direct-sequence UWB systems, a pseudo random code is used to spread an information 

bit, into chips. Performance of DS systems is discussed in [19] and [21]. In a typical 

direct-sequence spreading scheme, the binary base band pulse amplitude modulated 

signal for kth user is given as 

	

— 	d, cp(t — iT~ — jT~ ) 
t= moo j=0 

Where c is a direct-sequence for the km user and takes values c Jk) E {_1,+1}. Pseudo-

random codes are used to separate users and to provide a processing gain. 
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Chapter 2 
Performance Evaluation of Multiple Access in TH-PPM and 

TH-BPSK UWB-IR Systems 

2.1 Introduction 
Ultra-wideband (UWB) technology has been recently proposed as a viable candidate for 

short range wireless communication systems. And the reason is, it's robustness against 

multipath. Ultra wide bandwidth makes UWB attractive for multiple access applications. 

Initially, time hopped pulse position modulation was proposed as a system model for 

UWB technology. Time hopping concept in UWB systems is basically used to eliminate 

catastrophic collisions in multiple access. 

The bit error rate (BER) of TH-PPM system in presence of multiple access 

interference in AWGN channel is studied in [5] and [6]. In this study, they have modeled 

multi user interference (MUI) as a Gaussian approximation or "standard approximation" 

and Gaussian quadrature rules (GQR) respectively. In Gaussian approximation approach, 

a central limit theorem (CLT) is employed to approximate the multiple access 

interference as an additive white Gaussian process. In most of the cases Gaussian 

approach is used to evaluate the performance, because it is easy to apply. However, it is 

shown in [4], [13] and [14] that, this underestimates the performance of the system in 

terms of BER at higher values of signal to noise ratio (SNR). The limitation of Gaussian 

approximation encouraged researchers to find better ways to evaluate BER. In [5], a 

simulation based semi-analytical estimate is formed using results from a Gaussian 

quadrature rule approximation of a definite integral. 
It is unwieldy to derive an exact expression for BER for asynchronous multiple 

access UWB system. In [9], [10], [11] and [13], precise bit error rate is calculated for TH-

PPM and TH-BPSK. They have provided expressions for the characteristic functions of 

the multi access interference (MAI) in different modulation schemes. 
In this chapter, we analyze TH-PPM and TH-BPSK systems in multiple access 

interference for additive white Gaussian noise channel. 
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The remainder of the chapter is organized as follows. In section 2.2, system 

models for different modulation schemes (i.e. TH-PPM, TH-BPSK) are presented. 

Analysis of various modulation schemes is done in section 2.3 and 2.4, section 2.5 is 

fully devoted in deriving BER expressions for TH-PPM and TH-BPSK systems. Finally, 

simulation results and comparison of TH-PPM and TH-BPSK for different values of 

parameters are summarized in section 2.6 and 2.7. 

2.2 System Model 
We consider a UWB communication system described in [6], [8], [10] and [13], in which 

each user is assigned a unique and random time hopping code c , where 0 <_ c < N,, . 

This spreading code is basically used to randomize the transmitted pulse timing instants 

by T. and is designed in such a way that NhTc  <_ Tf .  . 

In UWB systems, the choice of transmitting pulse strongly affects the bit error 

rate performance. There are number of pulses, proposed for UWB communications 

including the Gaussian pulse, derivatives of Gaussian pulse, Manchester monocycle and 

Hermite pulses. For this system, we have used doubly differentiated Gaussian pulse given 

below (also shown in fig.2.1) 

0.5 

Al 

-4 	-3 	-2 	-1 	0 	1 	2 	3 	4 	5 

x 10-10 
 

Fig.2.1 Doubly differentiated Gaussian pulse 
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p(t) = 1— 41  Li exp _2 1L  
)2]

~ 
Tp 	Zp 

(2.1) 

Where zp represents a time normalizing factor which determines the width of the 

pulse. In this work, we have compared the bit error rate performance by using Gaussian 

pulse and doubly differentiated Gaussian pulse or 2°d- order Gaussian pulse. The 

Gaussian pulse is represented by 
z 

p g (t) = exp —27r 	 (2.2) 
Zp 

F

The signaling waveform of TH-PPM UWB system for the k" user is given by Eb(t+1)N--1
s(k)(t,t) = 	P(t — jTf —c~k)Tc --dik)8) 	 (2.3) 

 I=iN, 

And for the TH-BPSK UWB system 

Eb 
sB SK (t , i) = 	d; k)P(t — jT f — c Jk)7) 	 (2.4) 

 l =iN 

Where s(k) (t, i) is the transmitting signal for the i" data bit, p(t) is the signal pulse, 

normalized to have unit energy. The parameters used are in accordance with [9], [10], 

and [1 1 ]. 

• E8 is the bit energy 

• Tf is the frame duration, and bit duration Tb = NST f 

• N, is the number of frames used to transmit a bit of information 

• N" is the number of time hops 

• T,. is the time hopped duration , where N"TC ~ 11- 

• c~k) is the k user's time hopping code. It is pseudorandom in nature 

which takes integer values in the range 0 5 c(k) < N" . 

• d11k) is the i`h data bit for the kt' user. For TH-BPSK d; k) E {1,_1} and 

forTH-PPM d1 k) c{0,1} 

• d is the modulation index for the PPM. 
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Suppose N. users are actively operating, the received signal is 

N„ 

r(t) _ I Ak s(k) (t — zk ) + n(t) 	 (2.5) 
k=1 

Where n(t) is the additive white noise with two-sided power spectral density !° , Ak 

represent the channel amplitude impairment factor for the k``' user and zk is the time 

shift for N,, signals. 

Assuming all users are transmitting asynchronously under perfect power control. 
At the receiver end, conventional correlation receiver is used to demodulate the desired 

signal. Further, assume that s(') (t) is the desired signal and do') to be transmitted. For 

convenience, assume that 	= 0, bj . The correlation receiver computes the decision 

variable as 
N'`_1(j+1)Tf 

r 
N 
S~ f 

Eb j=0 jTf 

r(t)v(t—r1 — jTf )dt (2.6) 

(2.7) 

Where v(t) is a reference waveform. 

r=S+I+n 

Where S is the desired signal component, I is the interference from N,, —1 users and n 

is the noise component. 
The mean of the noise term is 

F~~Eb'_ j=o

N.,-1(f+l)Tf 

E[n]=E 	I $ 
 JTI 

N N,-1 ('+1)T f 

n(t)v(t —z, — jTT )dt 

= s L J E[n(t)]v(t — z, — jT f )dt 
Eb j=0 jT1 

I 

 
(2.8) 

And the variance is 

var[n] = E[n2 ] 
N,-1 (i+1)T1 (j+l)Tf 

= NS 	f 	$ E[n(s)n(t)]E[v(s —Tl — iTf )v(t — zl — jTf )]dtds 

	

Eb 1=0 j=0 iTj 	jTf 
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,v,-, c;+r1 ti+ f N 5 	
8(s - t)E[v(s — r, — iTf )v(t — z, — jTf )]dtds = ES 	J ' 2 

b +_0 J=0 ;T)- 	JTI 

,—I ( J+~ )T! 
= NSN0 

1d 
 1 f E[v2(t)]dt 	 (2.9) 

2Eb J=0 JTI 

If Tf >> Tp 
NZN = s 0 f v2 (t)dt 
2Eb 

(2.10) 

2.3 Analysis of TH-PPM system 
The performance analysis of the TH-PPM system based on the decision variable at the 

receiver end. In [5], [8], [9] and [11],  systems consider information bits d, k) E {0,1} , and 

the reference waveform is 

v(t) = p(t) — p(t — 8) 	 (2.11) 

The autocorrelation of the Gaussian monocycle used, is given by 

R(x) = 5 p(t) p(t — x)dt 	 (2.12) 

2 	2 	4 	 2 

R(x) = 1_4 1 	 exp 	 (2.13) 
Zp 3 Zp 	Tp 

R(0) =1 	 (2.14) 

Correlation of the reference waveform v(t) with the time-shifted pulse p(t) is 

R(x)= f p(t — x)v(t)dt 

= f p(t—  x)[p(t)—p(t--S)]dt 

= R(x) — R(x — S) 	 (2.15) 

R(0) = R(0) — R(-8) 

=1— R(-8) 	 (2.16) 
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The variance of noise component is 
00 

6„ = E[n2 ] = 2E °I v
2 (t)dt 

b  

00 

= 	 ° J[p2(t)+p2(t—S)-2P(t)P(t- 2E  
b o0 

_  NN2 0 [2R(0) — 2R(-8)] 
b 

2 

= NS N° R(0) 	 (2.17) 
Eb 

From equation (2.7) 

S = JA,s(')(t—z,)v(t)dt 

(i+1)N,-1 (j+l)Tj 

I A, j p(t — jTf — c?T, — dS)v(t — jTf )dt 
j=W, 	jT! 

	

_ ±A1 Ns R(0) 	 (2.18) 

And I is the total multi-user interference due to Nu —1 users 
00 Nu 

1= jI sk (t—rk )v(t)dt 
—oo k=2 

Nu N,-1 (i+1 )TI 

= ES J Z f AkS(k) (t — rk)v(t — jTf — r, )dt 	 (2.19) 
b k=2 J=0 jTt 

The time difference asynchronous users is modeled as 

zk — -r = f Tf + ak , 	— _< ak G 2f 	 (2.20) 

Where jk is the value of the time difference zk — -r, rounded to the nearest frame time. 

Expression for I can be written as 
N„ N,-1.00 

I = 	AkP(x — ak —Cjk)TC —d~(j+J )/N,Jo)v(x)dx 	
(2.21) 

k=2 j=0 

Consider that d(]~ jk ) ,N may change sign during the transmission time of d°, 
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Nu 	Yk._1 0o 	 N-1 00 

I = Z Ak E f p(t - ak - c~k ~7 - dL(i+ik )iN JS}v(t - jTJ )dt + E f p(t - ak - c~k)7 - d [(j+.ik )/NN JS}v(t 
k=2 	J=0 	 Yk -ao 

N, 	7k-1 _ _ 	1V-1 
= Ak E R(9o,i) + Y R(8l,1) 	 (2.22) 

k=2 	J=0 	J=Yk 

Where 

- (k) 	 (2.23) 
= ak +CT +d~k)C 

- (k) 
81,f =ak +cj( )Tc +d,k)8 	 (2.24) 

Where dok) and d, k) are the adjacent interfering bits from the k h̀ user's transmitting 

system meanwhile the transmission of d~ , and yk E [0, Ns –1] .The probability density 

- (k) 
function (PDF) of Bo,; , conditioned on dok) for a given ak becomes 

	

Nh -1 	- 
f (6/dok} =d,ak =o)=— ZS,(9–hTc–Sd–a) 	

(2.25) 

001d~ 	 Nh h=o 
Where SD(.) is a Dirac delta function. 

The characteristic function (CHF) conditioned on dok) and ak can be written as 

O_ (CO) = 5/ (B/dok) = d, ak = 
R014,, 	Boid,, 

	

1 N
h-I 	- 

 = 1: e1+hT +Sd} 	
/2.26 l 	) 

Nh h=o 

Yk -1 - - 	 N,,-1 - - 

Defining X(k) _ Z R(9o,;) and Y(k) _ I R(9,,; ) 

	

j=0 	 J =Yk 

N„ 

I = 	Ak I (k} 
k=2 

N„ 
= Y Ak (X (k) + Y(k) ) 	 (2.27) 

k=2 

The conditional CHF of X (k) is given by 

~x(k)ia a y=E[e , 	/do = d, ak = a, yk = Yi 



jw 	R(Bo.j ) 

=E e '~° 
	

/dok) =d,ak =a,yk —Y 

Yk -1 =1P- (w) 
j=0 

1 Nh -1 	_ 	Y 
_ 

Nh h=0 
(2.28) 

— — (k) 
Where R(Bo,j ), j = 0,1, 2,3................7k —1 are independent conditioned on dok) and ak . 

The CHF of X(k) conditioned on ak and yk can be obtained using the theorem of total 

probability as 

( Px~k>/a,Y ( (L ))=(P k) 	(co) Pr(d = 0) + (px(k)/i.a,y (co) Pr(d =1) 

Assuming that bits are equiprobable with probabilities, Pr(d = 0) = Pr(d =1) = 
2 

1 	1 Nh-1 	- 	Y 	1 	1 Nh _, 	-  _ 	e jwR(a+hT) +_ _ 	e jwR(a+hT+d) 

	

2 Nh h=0 	 2 Nh h=0 

1 	Nh-1 	 Y 	Nh-1  
e jwR(a+hT) + ejwR(a+hT,+S) 	 (2.29) 

- 	- 2Nh h.0 	 h=0 

Similarly the CHF of Y, , conditioned on ak and Yk can be obtained as 

N -1  -  NN-Y  N -1  -  N, -Y 
_ 	 Y e jwR(a+hT) 	+ 	ejwR(a+hT+S) 	 (2.30) 

~Y~k) la,Y 2Nh(N,-Y) h-0 	 h_0 

Since random variables (RV's) X (k) and y(k) are independent due to independence 

between do and d1 . The CHF of I (k) conditioned on ak and yk is given by 

91(k) /a ,Y (co) = cP, k, /a,Y (rv)pk, la Y (w) 	 (2.31) 

We considered yk uniformly distributed over [0, N., —1] . Then, we can rewrite CHF of 

T(k) conditioned on ak as 

1 N-1 
9X(k) /a ,Y (w)(Py(k) /a ,Y (0) 	 (2.32) S  



The CHF for the k``' user can be obtained by averaging out ak 

TI 

2 

<P I(k, (ai) = T J cp<<k> ,a (cv)dt 	 (2.33) 
f -Tf 

2 

All interfering components are independent to each other; the CHF of total interference is 

given as 

N. 

(P]M= 91( (Aka) 
x_2 	 (334) 

2.4 Analysis of TH-BPSK system 
The BER performance analysis of TH-BPSK system is in accordance with [10], [11]. In 

this, we consider the information bits dwk) E {-1, 1} and the reference waveform is the 

pulse p(t) . The decision variable for TH-BPSK system is given by 

	

rBPSK -SBPSK +IBPSK +n BPSK 	 (2.35) 

Where nBPSK is the Gaussian noise with zero mean and variance 

N°N 
z (' 

2 	 S J 2 ( } 6BPSK = 	v t dt 
2Eb ,, 

2 

= N°NS J p2(t)dt 
2Eb -Co 

= N°N., 	
N 

	

R(0) = N° S 	 (2.36) 
2Eb 	2Eb 

Co 

And 	SBPSK = f A,s' (t — z,)v(t)dt 

- (i+l~ -1 (j+l)Tj 

A, f dl)"p(t— jTf —c°)TT )p(t— jTf —c~' )T)dt 
j='N, 	jTf 

= do' ) A1NR(0) 

= do' )A,NN 	 (2.37) 

20 



IBPSK is the total multi-user interference and is given by 

°o Nu 
j(k) 

= f 	s(k) (t — Tk )v(t)dt 
BPSK 

~,k=2 

N N,-1 	(j+DTj 

_ 	d' N,J J P(t– jT f –cJx)Tc –rk)P(t– jTI )dt 
k=2 j O 	 /TI 

N N,-I 	(j+I)Tf 

di J P(t jk f –cJk)TC –ax)P(t– jTf )dt 
k=2-0 	jTf 

N 	Yk-1 	(j+1)7! 

= Ak I do( k) f 
P(t – jk7} –c7 – ak)P(t – jT f )dt + d; k) f p(t -- j kT f –c7 - ak)PO 

k=2 	j=0 	jTf 	 j=Yk 	jTf 

N 	yk -1 	N,-1 
= EAk I dok)R(B;kI )+ E dl k)R(ej k) ) I 	 (2.38) 

k=2 	j=0 	j=Yk 

Where 9(k) = ak +- c jx)TT 

The PDF of Bj( k) conditioned on dok) for a given ak becomes 

1 Nh-1 

.fela(B/ak 

 
= a) =— Z 8D(8–hTT –a) 	 (2.39) 

Nh h=O 

Then the CHF of R(B~k) ) conditioned on ak can be obtained as 

R/a ( )=E[eja)R(~.k]) / ak = aJ 	

- 

= J feia (9 / ak = a)e'wR(ek~ )d 6 

-' Nh-1 _ — I 8D(9–h7 – a)e'wR(L95' )d6 
Nh , h=O 

1 N,, -1 L-+ 
e1 

 

Nh h=O 

Again defining 
N„ 

IBPSK = 4̀kIBPSK 
k=2 

N 

_ A [X (P) +Y(k) J k BPSK BPSK 
k=2 

(2.40) 

(2.41) 
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Where X(k) = r~ d(k)R(B(k) ) and y(k) J—_ 	d(k)R(B(k) ) 

	

BPSK 	0 	j 	BI SK 	1 	j 
j=0 	 i-rk 

The CHF of Xs sK conditioned on ak and y k is obtained as 
(k) 

cP Xd)/ay=E[ejO X Idok) =d,as =a,yk =7] 

I h- 
= 	N~lgjmd°k}R(Bjk)) 

Nh h=0 

cp
(k)

k,i« y (a))=cp
(k)k)i- a y(a)Pr(d =-1)+cpxO>ii,a,y(co)Pr(d = 1) 

1 	1 	
Y  

	

= 	_N~~e jwR(e;k>) + 1 1 N~1e_j~R( k~) 

	

2 Nh hL~O 	 2 Nh h=O 

(2.42) 

r 	 r NI A e jwR(a+h ~) + NI e-jaR(a+hT) 	 (2.43) 
2Nh h=0 

 
h=O 

Similarly the conditional CHF of Y,6 is given by 

1 	N Z 	N,-y 	N j 	N, -y 

l e jrvR(n+hT) 	+ l e-jwR(a 	 (2.44) 
Y(k' "'r ^ 2Nh ,-y 	hL=o 	 Lh=o 

The CHF of-IB sK conditioned on ak and y k is given by 

(P I(k) /a ,Y ( 	= 9,(,) f"Y (0))(PYersx /a ,r (CO) 

	
(2.45) 

Consider that {ak {k-2 and { yk {k-Z are uniformly distributed, then CHF of 'SK can be 

rewritten as 
r f 

_ 1 N-1 
rn(k) 	 k 	1p 	k 	(Cl~a YBPSK — 	 ~xersx ~a>Y ( )(PYersti I" ,Y 

NSTf Tf Y=o 
2 

The CHF of total interference is given by 
Nu 

PBPSK — fl of k(Aka)) 
k=2 BPSK 

(2.46) 

(2.47) 
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2.5 Bit Error Probability Calculation 
2.5.1 Bit Error Probability Calculation for TH-PPM 

The decision variable for the TH-PPM system according to [5], [10] and [11] is 

Y>0="0" 

r ~ 0 	
"1" 

The average probability of error for TH-PPM system, considering the symmetry of the 

MAI and the noise is given by 

P =Pr(r<_0/d=0) 

= Pr(A,NN R(0) + I + n <_ 0) 	 (2.48) 

Define, A=I+n 

The characteristic function of A can be expressed as 

PA() = ~P1„ (0j) 	 (2.49) 

It's from the assumption that MAI and additive white noise is independent where 

2 	 (2.50) 

The cumulative density function (CDF) of A can be obtained by taking inverse transform 

of the characteristic function, and is given by 

FA (2) = 1 + 1 
jjStn-

--(pA(w)dw 	 (2.51) 
2 2T 	w 

The bit error rate (BER) is given by 

PQ = Pr(A,NS R(0) + I + n <_0) 

=1— FA (A,N, R(0)) 	 (2.52) 

Substituting the value of CDF from equations (2.49) and (2.51) 

1 °° Sin(A,N., R(0)o) 	-I2 Z 
Pe=1-- f 	 ,(a~)e 	dw 	 (2.53) 
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2.5.2 Bit Error Probability Calculation for TH-BPSK 
Decision variable for TH-BPSK according to [9], [10] and [11] is given by 

r>0=:> 

r<0=:>"-1" 
The average probability of error for TH-BPSK system, considering the symmetry of the 

MAI and the noise is given by 

Pe = Pr(r <— 0 / d =1) 

= Pr(AyN N + I + n 5 0) 

Where R(0) = 0, do?) = d =1 

=1—FA(ANS ) 

1 'Sin (A N w) 

 

1 	f 	' 	,BPSK (c))e 	2 do 	 (2.54) 
~0 

2.6 Simulation results and comparisons 
In this section, we present some performance results for analysis in sections 2.3 and 2.4. 

We simulated the decision variables indicated in equations (2.7) and (2.35). The 
parameters used for the simulation and their typical values are listed in table I. In our 

simulation, we restrict our calculation of the BER for TH-PPM and TH-BPSK systems to 

the second-order Gaussian monocycle. However, simulation can be run for arbitrary 

pulse shapes with different values of N. 
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TABLE-I 

VALUE OF THE PRINCIPAL PARAMETERS FOR THE ANALYZED SYSTEM 

Parameter Symbol Typical Value 

Time Normalizing factor zp  0.05 ns 

Impulse Width Tp  0.9 ns 

Frame Width 7.2 ns 

Modulation Index (5  0.15 ns 
Chip Width T  0.9 ns 

Number of users Nu  8, 16 
Number of Hopes Nh 8, 16 

2, 4 
Repetition Code Length N, 

First, we compare the BER of the TH-PPM and TH-BPSK systems with results 

obtained from simulations. In fig.2.2, the BER curves of the TH-PPM and TH-BPSK 

systems are presented as a function of 	with Ns  = 2. The solid lines marked by 
0 

circles and triangles are BER curves for TH-BPSK and TH-PPM respectively. From fig. 

2.2, it is cleared that BPSK outperforms than PPM for all values of SNR, but for medium 

and large values of SNR this difference in BER is greater than the small values of SNR. 
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Fig. 2.2 Comparison of the TH-BPSK and TH-PPM systems for a repetition code N5=2 

assuming 7 asynchronous interferers. 

The BER performance of the TH-PPM UWB system for different Gaussian 

monocycles and different pulse widths is examined in fig.2.3 and fig.2.4. We can see in 

fig.2.3, that the system using doubly differentiated Gaussian monocycle as transmitting 

pulse outperforms the system using Gaussian pulse. BER performance of the TH-PPM 

system is evaluated in [10] for 2"d order and 4`" order Gaussian monocycles. From the 

simulation results shown in fig.2.3 and in [10], it is cleared that on increasing the pulse 

order, system performs better in terms of BER. 

Fig.2.4 shows the BER performance of the TH-PPM system for time normalizing 

factor z p = 0.05 ns and r p = 0.2 ns. From equation (2.16) and (2.17), it can be inferred 

that, smaller values of R(0) will lead to degradation of the system performance. Results 

obtained from simulation indicates that pulse timing factor zp = 0.2 ns gives better results 

than zP = 0.05 ns which supports the interpretation of equation (2.16). For this simulation, 

we have taken N,, = 16 , N„ = 16 and Ns = 2. 
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Equations (2.3) and (2.4) indicate that an information bit is represented by Nc 

pulses. If we increase the number of pulses per bit, N increases, consequently system 
0 

performance would improve. Our simulation performed for both TH-PPM and TH-BPSK 

systems for NS = 2 and NV = 4 shows that system using Ns =4 pulses performs better 

than the system using Ns = 2 pulses for an information bit. Fig.2.5 and fig.2.6 shows the 

BER curves for TH-PPM and TH-BPSK systems which support the argument. 
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Fig.2.3 Comparison of the TH-PPM systems using different Gaussian monocycles for a 

repetition code with Ns=2 assuming 7 asynchronous interferers . 
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Fig.2.4 BER of the TH-PPM system versus SNR for r. = 0.05 ns and r. = 0.2 ns 

assuming 15 asynchronous interferers with Nh=16. 
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Fig.2.5 BER of the TH-PPM UWB system versus SNR for repetition code with N=2 and 
N=4 assuming 7 asynchronous interferers. 
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Fig. 2.6 BER of the TH-BPSK UWB system versus SNR for a repetition code N=2 and 

N5=4 assuming 7 asynchronous interferers 
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Fig.2.7 Comparison of the TH-PPM systems with 7 and 15 asynchronous interferers for 

Nh=16 and NS =2. 
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In multiple access scenarios, signals transmitted by users other than the desired 

user add up and gives rise to multiple access interference (MAI). The MAI increases as 

the active number of users increases in the network. Simulation results obtained for 7 and 

15 asynchronous interferers show that large number of active users worsens the 

performance of the UWB system. Fig.2.7 proves that BER is more for 15 active users 

than the 7 users. 
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Chapter 3 
Performance Evaluation of Multiple Access in DS-PPM and 

DS-BPSK UWB-IR Systems 

3.1 Introduction 
Ultra-wideband (UWB) technology has gained tremendous attention from both industry 

and academia. Both researchers and standardization communities are interested in it, due 

to, its promising ability to provide high data rate at low cost and complexity. The very 

small value of power spectral density of the UWB signal ensures the undetectability of 

the signal by unintended users which looks noise like signal to others. The ultra-wide 

bandwidth makes the UWB systems suitable for multiple access applications. 

Time hopping combined with pulse position modulation has been the original 

proposal for UWB communication systems. It eliminates catastrophic collisions in 

multiple accessing. UWB systems are classified as single band and multi band 

transmission systems. Single band systems consist time hopping spread spectrum (TH-

SS) and direct sequence spread spectrum (DS-SS). TH-SS systems have been studied in 

[5], [8], [10] and [12]. In this chapter, we will analyze the DS-SS systems for pulse 

position and phase shift keying modulation schemes. 

Direct sequence spread spectrum (DS-SS) is a well known and powerful multiple 

access technology. DS-UWB systems have been investigated in [17], [18], [22] and [25]. 

Coded DS-PPM system is analyzed in [24]. In DS-UWB, multiple pulses per bit period 

are transmitted based upon a certain spreading code. This method is robust against multi 

user interference and has low peak-to-average power ratio. Issues related with processing 

gain, jamming margin and coding gain for DS-UWB have been discussed in [20]. 

In this chapter, we discussed and obtained the simulation results for DS-UWB 

systems for pulse position modulation and binary phase shift keying modulation. The 

organization of this chapter is as follows. In section 3.2, we have shown system models. 

Section 3.3 and 3.4 are devoted in analysis of DS-PPM and DS-BPSK systems. BER 
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calculation, discussion on simulation results and comparisons are presented in sections 

3.5 and 3.6 respectively. 

3.2 System Model 
In this section, we consider a direct sequence spread spectrum (DS-SS) UWB system 

with N=,- users actively operating asynchronously. In a typical DS-SS scheme, a. DS- 

BPSK UWB signal is written as 

SDS-BPSK (t) —FEb 	dc p(t — JTf — n7) 	 (3.1) 
J=--Q n=o 

And a DS-PPM UWB system is given as 
co N -1 

SDS-PPM (t) =FEb 	I cp(t — jTf — nT~ — 8d) 	 (3.2) 
J=-w n=o 

All the system parameters are in accordance with [11]. Where p(t) represents the 

transmitted waveform,{d~k)} the information bit for the k'" user, and {cnk) } are the 

spreading chips. The pseudo-random codes are used to distinguish the users and smooth 

spectrum. PN codes take values {-1, l} . The length of the PN code affects the 

performance of the system. E" and Nc represent bit energy and number of pulses 

respectively. T, is chip duration. The processing gain for DS-UWB defined in [20] is 

T" NT  N. As we increase the processing gain, throughput reduces, because it takes 
TC TC 

more pulses to transmit an information bit. However, the BER performance improves by 

increasing processing gain. 

Suppose Nu users are actively operating, the composed received signal r(t) is 

given by 
N„ 

r(t) _ 	Aks (t — Zk )+n(t) 	 (3.3) 
k=1 
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In which Ak represents the attenuation factor for the k`" user. The random 

variable rk is the time delay caused by asynchronous transmission, and n(t) represents 

the noise present at the receiver input modeled as N(0, 6DS) . 

3.3 Analysis of DS-BPSK System 

The decision statistics for the correlator as given in [18] is 

N-1 Tf 
rDS = : f r(tk' ) p(t — mT, )dt 	 (3.4) 

m=0 0 

It can be rewritten as 

r1 = SDS +'DS + nps 	 (3.5) 

Where 

Nr —1 TI 

SDS = 	$A,s(' )(t—r,)cm' )p(t—mT,)dt 
m=0 0 

T 

mT)c ('' ) p(t — mT, )dt 
m=0 Nc 0 

N~ —1 VEbAldo) R(p) 
 m=0 

= E Nc A,do' ) 	 (3.6) 

And nDs is a random variable with zero mean and variance 6 „s = N°N` 
2 

Finally, the total multi access interference IDs is given by 

IDSFEbl Ak ljstk ~ (t —zk )c~'~p(t — mTT )dt 	 (3.7) 
k=2 	m=0 0 

Where the spreading signal c(k)(t) for the k" user is defined as 

c(t) _ 	c,p(t — mTC ) 	 (3.8) 
m=— 

Defining the partial cross-correlation function between c(  t) and c(' ) (t) as 
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r 

Rk , (r) = f c(k) (t — z)c(' ) (t)dt 	 (3.9) 
0 

Tf 

And Rk,I (T) = jc(k) (t — z)c(' ) (t)dt 	 (3.10) 
r 

The MUI can be written as 

I DS — Eb jAk 
[4(k)Rk

,.(zk )+dok) Rk,l(zk )] 
\[ k2 [  

— Eb Z .RkWk 	 (3.11) 
N k=2 

A 

Where Wk =dRk ,(rk )+dak) Rk,1(2k ) . Defining the partial autocorrelation function of 

the pulse waveform as 
s 

RR(s) _ f p(t)p(t+T —s)dt, 	0.5 s <TT 	 (3.12) 
0 

A 	 TT 

Rp (s) _. 5p(t)p(t, — s)dt , 	0 < s s TT 	 (3.13) 
s 

Also, modeling the time shift zk as zk = ykTC + ak . Where yk = 	and ak is a 
TC 

uniformly distributed random variable over [0, Tc ) .And, defining auxiliary random 

variable Zak) , j = 0,1,2..............N as 

	

Z(k)— d (k)C(k) 	C(1) j 	-1 J-Yk+Nc J 

— dc' 
0 	J -Yk J 

	

— d(k)C(k) 	C(1) 
0 	N~-Yp-1 NN -1 P 

	

= d (k)c(k) 	c(1) -1 N~-7k-1 6 5 

Then, T4' 	be simplified as 

j =0,1.............. 	—1 

j= 7k ...............Nc -2 

j=Nc -1 

j = N (3.14) 

A 
Wk — rk RP(ak)+Ak RP(ak) 

	
(3.15) 
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Where rk = 	Z~ I , and 	Ak = 

N-2 
 Z c c j+1 + ZN, 

j=o 	 j=0 

rk and Ak are sums of N N independently and identically distributed (i.i.d) symmetric 

Bernoulli RVs, and are independent to each other. The probability density function (PDF) 

of I'k and Ak can be obtained as 

NN 
prk (j)=' k (j)= j+NN 2-N 

2 

j =—NN ,2--N............N N —2,NN (3.16) 

The characteristic function (CF) of Wk conditioned on ak is given by 

(Pwk /a( 10 ) = E[e
jmwk 

/ak = a] 

n  N~ _ {cos[cv R P (a)]. cos[ORR (a)) 

Assuming ak as a uniformly distributed RV. The CHF of Wk can be rewritten as 
N T 	

A 

	 l  
cpwk (o4 = T 

i~COS[W
Rp(a)].cos[tRp(a)]} da 

T, o 	 J 

The CHF of the total interference is given by 

Nu 	 Ea 

(PIDS (0)) = fl (Pwk Ak 

(3.17) 

(3.18)" 

(3.19) 

3.4 Analysis of DS-PPM System 
Decision variable is based on [21]. All the system parameters are in accordance with [11]. 

Considering the first user and j = 0, rl = 0. Further, assume that system is operating in 

perfect synchronization for the desired user; the correlation receiver computes the 

decision variable as 
Tf 	N,-1 

rDS—PPM — f r(t) I c,(,'0 v(t — nT,)dt 
o 	n=O 

Where v(t) is a reference waveform and is given by v(t) = p(t) — p(t —8). 

= SDS-PPM + IDS-PPM + nDS-PPM 
	 (3.20) 
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Where, 	SDS—PPM ` T s°) (t)
N -1 

f 	cn' )v(t — nTc )dt 
0 	to 

X

N,-1FEb TI 
_ 	 f Al p(t—nTT —do' )S)v(t—nTT )dt 

n=0 0 

±AI Eb1V R(0) 	 (3.21) 

And, the total interference from K-1 users I is given as 
TIN 	 NN —I 

I = J AkSIk)(t—zk )Z cv(t—nTT )dt 
0 k=2 	n=0 

N„ FE N —1 	 N,-1 
_ Ak 	cp(t -nT~ —zk — dok ~S) cv(t — mTjdt 

k=2 	 n=0 	 m=o 

N, FEbNc—I 	 Nc-1 

= ~ Ak 	c,~,k ~p(t—nIrk —dok ~8) ~ cv(t—mT)dt 
k=2 	 n=o 	 m=o 

N. 

(3.22) 
k=2 

There are probably two continuous bits from the k1 ' user overlapping with do's . Now, 

modeling Ik as 

Ik = 

0 	n=0 

_ f Ub 	
c~,k~p(t—mT +T —zk —ds)~ cv(t—n7 ) 

0 	c m=0 	 n=0 

TlFEb Ne-1 	 Tlc-1 
— mT~ — zk — dok}8) 	cv(t — nT~) 	 (3.23) 

=k to 	 n=0 

Where zk is uniformly distributed over [0, Tc ) and defined as zk = ykTc + AT. Where 

Yk E{0,1,2...........,N,-1} andATE[0,TI). 

Defining the partial correlation function R(x) as 

r 
R(x) = f v(t) p(t — x)dt, 	x E [0, 2Tp ) 

0 



a 

T 
= f v(t) p(t — x + T,)dt , 	x E [3Tp , 57;) 

0 

elsewhere 	 (3.24) 

Ifx = AT + d, k)8 , then R(AT) and R(AT + r) become part ofR(x) . 

Defining A and C as independent random variables from the random property of c 

Yk—I 	 Ne —I 

A = c 1)Cn+NN—Yk  and C = 	ccn-yk  . Where A and C are Binomial random variables 
n=O 	 n=Yk 

with conditional distributions as 

yk 

f A ,Y,(a)= a+yk  2-Y", 	a€{—yk ,—yk +2..........yk -2,yk} 	 (3.25) 
2 

and 

NC —yk  

fC ,rk (Q) = c + NC  — yk  2-(NN -Yk) y 	 (3.26) 
2 

Where CE{—( NC — yk), —( NC — yk)+ 2..........NC — yk -2,NC — yk} 

Also defining random variables B and D, because of the random property of d as 

B = R(AT + d m,m3) and D = R(AT + dok)S) 

The B and D are i.i.d symmetric RVs as their conditional distributional is given by 

1  BIAT (x) = PD/AT(x) = 0.5 , 	x = R(AT) 

=0.5, 	x=R(AT+ p) 
	

(3.27) 

For the given values of AT and yk  , the four random variables A, B, C and D are 

statistically independent. And based on AT and yk  , the conditional distribution for Ik  is . 

given as 

Ik = VEb  [A.B + C.D] 	 (3.28) 
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11k/AT (x) 2N +2 
(

YI [8[x - ( 2n - yk)R(AT + r)] + o[x - (2n - yk )R(AT)]] 
,0n1  

N, -Yk N - Yk 
CS[x — (2n — N N + yk ).R(AT + 8)] + 8[x — (2n — N, + yk ).R(AT)]] (3.29) 

n=0 	n 

Where ® is a convolution symbol. The unconditional pdf of Ik is obtained by averaging 

AT and yk . 

T I N-1 
(x)= 0 c c NTrZfl,IAT,rk(x)dAT 	 (3.30) 

And the characteristic function of Ik is given as 

(P1k (m) = f f k (x)e'wxdx 	 (3.31) 

From the assumption that all the Nu —1 interfering users are mutually independent. 

Therefore, the characteristic function of the total interference I is given as 
N„ 

(p1 — 1 ~Ik 	 (3.32) 
k=2 

3.5 Bit Error Probability Calculation 
3.5.1 Bit Error Probability Calculation for DS-BPSK 

The BER for the DS-BPSK system is given by 

P = Pr(r S 0 / da' =1) 	 (3.33) 

Defining A=I+n 

From the assumption that MUI and noise is independent of each other. Therefore, we can 

write the CHF of A as 

Tn(0))= 

6n ~2 

Where pn (co) = e 2 Due to the symmetry of MUI and AWGN noise, the bit error 

probability is given by 

Pe = Pr(I + n + A, Eb NC <_0) 

=1— FA (AI EbNC ) 
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=1— 1 + 1 fsin(A, Eb NC w) On (w)dr.~ 

= 1 — 1 j.sin(A, JEbNC
W) 1 (a))e a2 dw 

2 r0  w 

3.5.2 Bit Error Probability Calculation for DS-PPM 

The bit error probability for DS-PPM is given by 

PP =Pr(I+n+S<_0) 

=1— FA(±A, EbNC) 

=1— 1 + 1sin(AIIEbNCW) j (w)dw 2 7 	w 	-- 
z1 

1 1 sin(A, Eb NC ) 	^w 
J 	 ,k (o. )e 2 dw 

2 r  w 

(3.34) 

(3.35) 
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3.6 Simulation Results and Comparisons 
In this section, we examine the bit error probability for DS-PPM and DS-BPSK. System 

parameters used in simulation are listed below. 

TABLE-II 

VALUE OF THE PRINCIPAL PARAMETERS FOR THE ANALYZED SYSTEM 

Parameter Symbol Typical Value 

Time Normalizing factor rP 0.5 ns 

Impulse Width Tp 0.9 ns 

Bit Duration 76 14.4/28.8 ns 

Modulation Index S 0.15 ns 

Chip Width T 0.9 ns 

Number of users Nu 8, 16 

Number of Chips N, 16,32 

Fig.3.1 shows the performance of the DS-PPM and DS-BPSK systems with 2"d 

order Gaussian monocycle assuming 7 asynchronous interferers with time normalizing 

factor r p = 0.05 ns. In simulation, we have used Hadamard Walsh code to distinguish 

each user by assigning a unique spreading sequence to each user. We have already shown 

in chapter 2, that BPSK outperforms PPM and this validates for DS-BPSK as well. 

Spreading sequence used is of the length N~ = 16 . 
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Fig.3.1 Comparison of the DS-PPM and DS-BPSK systems with 7 asynchronous 

interferers for zp  = 0.05 ns and Nc  =16 for second order Gaussian pulse. 

Fig.3.2 indicates the performance using I" order Gaussian pulse of the DS-BPSK and 

DS-PPM systems. In order to show the distinct effect of the pulse shape, we have shown 

the performance comparison of the DS-PPM system for the 1" order and 2"d  order. 

Gaussian monocycles in fig 3.3. From fig.3.3, it is clear that system using 2"a  order 

Gaussian pulse performs better than the system using 1S̀  order Gaussian monocycle. 

Results obtained in direct sequence are in agreement with time hopping results 

concerning the effect of the pulse shape on the BER performance. 
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Fig. 3.2.Comparison of the DS-PPM and DS-BPSK systems with 7 asynchronous 

interferers for rp = 0.5 ns and N=16 using ls' first order Gaussian pulse. 
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Fig. 3.3. Comparison of the DS-PPM systems using first order and second order Gaussian 

monocycles with 7 asynchronous interferers for Nr,=16 and zp = 0.5 ns. 
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As we increase the length of the spreading sequence, number of pulses 
representing information bit increases. This increases SNR by 

lolo 10 N =10lo 10 N )+10lo 10 N g 	 g ( 	g where Ep  and Eb  are pulse and bit energy 
0 	 0 

respectively and NN  is the length of the spreading code. It is evident from the fact that as 

SNR increases, system performance improves. Fig.3.4 shows the BER curves of the DS-

PPM and DS-BPSK systems for N =16 and N =32.  From the BER curve, it is clear 

that system having N = 32 outperforms the system having NN  = 16 . In our simulation, 

we have chosen -r P  = 0.5 ns and assuming 7 asynchronous interferers for both DS-PPM 

and DS-BPSK systems. 

Fig.3.5 shows the BER curve of the DS-PPM system for 3 and 7 asynchronous interferers 

using r, = 0.05 ns and transmitting pulse is 2"d  order Gaussian monocycle shown in 

fig.2.1. 
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Fig. 3.4 Comparison of the DS-PPM and DS-BPSK systems with 7 asynchronous 

interferers for N=16 and N=32 for r = 0.5 ns. 
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Fig.3.5 Comparison of the DS-PPM system for 7 and 3 asynchronous interferers for 

zp = 0.05 ns and N°=16 . 

Results obtained for time normalizing factor are interesting. In chapter 2, we have 

shown that TH-PPM system with zp = 0.2 ns outperforms the system with zP = 0.05 ns. 

Here scenario is different, fig.3.6 shows that, system with zP = 0.3 ns performs better than 

the system with zP = 0.2 ns. In fig.3.7, It is shown that DS-PPM system with r, = 0.4 ns 

performs better than the DS-PPM system with zp = 0.6 ns. Fig.3.6 and fig.3.7 shows that 

the BER is not monotonically increasing or decreasing with rp . From equation (3.21), 

we can say that BER is a function of R(0) = I — R(—a). 
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Fig. 3.6 Average BER of the DS-PPM system versus SNR for zp = 0.2 ns and zP = 0.3 

assuming 7 asynchronous interferers with N=16. 
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CONCLUSION 
In chapter 2 and 3, we have calculated the probability of error for TH-PPM, TH-BPSK, 

DS-PPM and DS-BPSK systems. From [10], [11], [13], [14] and [21], it is shown that 

results obtained using characteristic function method is more accurate than the Gaussian 

approximation of the multi access interference. 

Our comparison results of the performance of time-hopping and direct-sequence 

UWB systems in the presence of multi access interference, as measured by the 

probability of bit error, showed that BPSK systems outperforms the PPM systems for all 

values of SNR. 

In addition, our simulation results show that system using second order pulse 

performs better than the first order pulse used system. So pulse selection in UWB is 

important from the BER point of view. Long spreading codes can be used for 

performance. Different values of time normalizing factor gives different bit error 

probability for different values. Finally, more active users creates more interference and 

lead to system BER performance degradation. 
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