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CHAPTPR-I 

INT ROWGTION 

1.1 	GE@T: 

In the investigation and design stage of hydrological 

projects meteorological data plays an important role, and 

provides valuable information, therefore, the investigation 

of hydro-meteorological parameters is very important. In 

the investigation and design stage of water resources pro-

ject, the hydro-meteorological data provides following in-

fo rnati on. 

(i) 	Direct climatological data give valuable informa- 
tion such as (a) wind data for loading on structure, 
(b) temperature, radiation and humidity data for 
durability of materials. 

(ii) Stastical analysis of meteorological data gives the 
information which has been required for the hydro-
logical project, such as the information on the 
nature of stastical distribution of the element so 
that the frequency of occurence or certain events 
can be estimated as well as the probable extremes. 

(iii) Estimate probable conditions when relevant hydrolo-
gical data is not available. Knowledge of the 
physical relationships between elements with time 
and space enables interpolation to be done, and 
relationship can be established by stastical corre-
lation. 

I 
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Now-a-days engineering standards and recommended 
practices are specified on the basis of carefully collected 

and analysed data. These standards and practices are well 

documented and established. 

	

1.2 	STOCHASTIC NATURE OF HYDROLOGIC AND HYDROMEPEOROLOGIC 
DATA: 

The random phenomena which govern the evoluation of 

hydrologic and hydrometeorologic parameters in time are sto-

chastic in nature and on the basis of information about pre-

sent state the probability of future out come can be predicted. 

The hydrologic and hydrometeorologic phenomena are stochastic 

in nature, and these phenomenon change with time in accord-

ance with law of probabilities and also the relationship with 

the antecedent conditions. 

Hydrologic and hydrometeorologic data at a point in 

a space represents a sample from a population of all possible 

values of a phenomenon, The hydrometeorological and hydrolo-

gic variables represent the samples from different populations. 

These variable include data of rainfall, evaporation, tem-

perature, humidity and sunshine hour etc. 

	

1. 3 	INTER- EEDAT I ON SHIP BETWEEN HYDROLOG I C AND 
HYDROME:P EOROIJOGI C DATA: 

Hydrologic and hydrometeorologic parameters are 

inter-related to each other as they are the components of 
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hydrologic cycle and are stochastic in nature. 

The natural hydrologic time process defined as a 

time series of various hydrologic variables of a natural 
water resources system namely of input(rainfall), states 
of the system and output (Evaporation and Runoff). Hydro-
logic parameters of rainfall and runoff are connected to 
each other as well as to meteorological variables of evapo-

ration. The evaporation process in turn depends on relative 

humidity, sunshine hours, temperature, wind velocity etc. 
The study of time series structure of .these parameters will 
be of considerable use in water resources planning. In 
the present study monthly data will be analysed which is 

generally available. 

1.4 	TIME SERIES STRUCTURE OF MONTHLY SERIES: 

The basic structure of monthly time series can be 
considered as consisting of the following three components. 

(i) 	The secular or long term variation conceived as 
fluctuation of the basic. Characteristic of 
time series as function of time, either as the 

regular persistence of cyclicity and trends or as 
unspecified changes of nonstationary character. 

(ii) The deterministic periodic component related to the 
astronomical cycle. 

(iii) Stochastic component consisting of dependant and 
independent parts is the result of the probabi-
listic nature of the phenomenon. 



n 
rA 

1.5 	P RESENT STUDY: 

1.5.1 Objective:- 

Structural analysis of monthly time series of 
different meteorological parameters viz, rainfall, eva 

poration, sunshine hours and temperature will be done. 

Monthly series are being considered for the analysis, 

since the monthly data is extensively used in engineering 

applications. This study has been taken uptogain better, 

understanding of meteorological process and their compa-

rison and developing stochastic models which can be used 

for data generation. The study will involve both stochastic 

and deterministic approaches. 

The conventional deterministic method is used 

to study the evaporation process particularly its depen-
dence on wind velocity. 

1.5.2 Methodology:- 

In this study the stationarity approach (Yevjevich 

1972) will be used for analysis of time series structure. 

The given series will be tested for presence of trend. 

The non parametric approach will be used to standardise 
the monthly data to make it second order stationary series. 

The parametric monthly means and standard devia-

tions are periodic in nature. To separate periodic and 

stochastic component 12 values of monthly means and 12 
values of monthly standard deviations are used for stan-
dardising the observed sequences and to obtain the 
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stochastic component. This process will thus involve 

use of 24 parameter representing monthly means and monthly 

standard deviations. The correlogram analysis is used for 
finding the presence of stochastic dependent component in 

the standardised series; and suitable auto-regressive model 

will be fitted. The periodicity in monthly mean values will 

also be studied using Fourier series approach and proper 

tests will be used for finding significant harmonics. 

The study of evaporation data will be done in order 

to evaluate parameters A and B in the following equation. 

E = (ee  - ea) (A + BY) 

where 
es  = saturation vapour pressure 

ea  = actual vapour pressure 

V 	wind velocity at 2 mtr. height 
A and B = constant 

1.6 	DATA: 

The monthly data of rainfall, evaporation, sunshine 
hours, wind velocity, temperature and relative humidity are 

available for the period 1955-1976, for the hydro-meteorolo- 

gical station of IRI(U.P.) at Bahadarabad. 	This data will 
be used for the present study. 



CHAPTER - II 

REVIEW OF LITERATURT 

	

2.1 	INTRODUCTION: 

For the planning of water resources project,, study 

of the hydrological cycle and its components is vexy esse-

ntial. Hydrological ayals -represents the entire process 

of circulation of water. In, circulation of water in its 

various phases the science of meteorology deals with the 

atmospheric portion of the cycle and meteorological para-

meters such as rainfall, evaporation, sunshine hours 

(Radiation), temperature and wind play an important role. 

For the planning of water resources development the inve-

stigation of these meteorological parameters is necessary 

in order to know their present and future behaviour in cir-

culation of water. 

	

2.2 	IMPORTANCE OF METEOROLOGICAL PARAMETER IN HYDROLOGY: 

For finding out the water yield, flood potential, 

infiltration characteristics and groundwater flow, meteo-

rological parameters such as rainfall, evaporation, tempe-

rature give valuable information for use by hydrologist. 

In India meteorological department Moghe (1958) 

studied the behaviour of Monsoon Current and found that 

this is characterised by periodic fluctuations of the 



elements which define its physical properties. These 

elements include mean precipitation, number of days of 

precipitation mean cloudiness, mean humidity and mean 

wind velocity. In 1958, Pant of I.M.D. studied the 
trends in annual rainfall by moving average. This study 
has been made for the frequent oecurance of floods in dif-
ferent parts of country. To find water yield from the 

catchment Khosla (1951), used meteorological parameters. 

His forecast of the water yield was based on the concept 

that runoff is the residual after loss by evaporation was 

assumed by him to be a function of temperature. Khosla 
suggested a universal relationship between the mean monthly 
evaporation loss Im in inches and mean monthly temperature 
Tm in °F. 

un 	• 	Pm-3 
9.5 

knowing monthly rainfall Pm and monthly loss Tm in inches. 
The monthly runoff Rm is calculated by the formula. 

RII a Pm - lw 

Hamon as quoted in Chow and Kareliotis (1970) proposed the 
relation to estimate evaporation using meteorological 

parameter of sunshine hours and absolute humidity. The 

relationship was as below: 

p = .0055 D2  Pt 
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where 

D is possible sunshine hours in unit of 12 hours 

and Pt  i8 absolute humidity in gms/ cubic meter. , Thus 

it can be seen that meteorological parameters provide 

useful information for use in hydrological computation. 

2.3 	STOCHASTIC NATURE OF METEOROLOGICAL PARAMETERS: 

Generally the meteorological phenomena are stochastic 

in nature, and on the basis of statistical information con-

tained in available data, probable behaviour in future can 

be predicted. 

The analysis of time series structure always is of 

value in studying the meteorological phenomena. Yevjevioh 

(1972) in Colorado State University, Hydrology Paper No.56, 

stated that the series of monthly precipitation, monthly 

runoff as well as monthly series of many other hydrologic 

variables have periodic components of 12 months in both 

monthly mean and monthly standard deviation. When these 

periodic components are removed from a monthly series, the 

remaining part o f component  	e ,'considered approximately 

as second order stationary process of monthly meteorologic 

series. 

Roesner and Yev j evieh (1966) in Colorado State Uni- 

versity Hydrology paper No.15 suggested that the monthly 

series of meteorological parameters display a cycle of 

year and its eventual harmonics. The analysis of monthly 
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data involves considerably less computation effort in com- 

parison to that of daily data and it provides useful in-

formation about basic structure of meteorological phenomena. 

In view of this, in water resources planning and design 

the monthly data is generally used. 

2.4 	TIME SERIES ANALYSIS OF METEOROLOGICAL DATA: 

Matalas (1966) points out that the tree ring growth 

expressed aswidth of annual rings, tends to vary about 

monotonically decreasing non linear trend line. This 

variation about trend line may be the result of variation 

in precipitation and temperature. Analysis of this type 

of long term data has thus shown presence of trend in me-

t eorological parameters. 

Study of monthly Rainfall and Runoff data of Lakshma- 

nathirtha sub-basin of 38 years data by Murthy (1976) shows 

no trend in the series. While the trend is significant for ax 

nual flow series of Colorado river at Lee Ferry, Arizona for 

the period 1896-1959 (Yevjevieh (1972) ). 	It is seen from 

the above study that the short tern data may not indicate 

trend as they are not statistically significant, Yevj evieh 

(1972) pointed out that the trend may be linear or non-

linear. But the above quoted studies shows that linear 

trends have been found in case of runoff and rainfall 

sequences of monthly values. Roesner and Yevjevich (1966) 
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studied the time series of monthly precipitation values of 

219 precipitation stations, the series of monthly values 

were made stationary by them in two ways (i) By deducting 

from each calender month values its long term mean and 

dividing this difference by the standard deviation of 

month. 	(ii) By removing periodicity from the series 

after fitting 12-month period and its significant harmonies. 

The following mathematical models have been used in appro-

ximating the structure of stationary stochastic component 

of time series 

(i) Dependent Stochastic Component represented by 

first order auto regressive Markov Model. 

(ii) Independent Stochastic Component represented by 

appropriate probability distribution. 

Chin and Yev j evich (1974) in Colorado State University 

Paper No.65, suggested the use of determination coefficient 

approach for selecting the order of auto-regressive model 

for stationary stochastic series. They further advice 

the use of correlogram with proper confidance limit in 

in addition to determination coefficient approach for 

deciding the order of a.r. model. 	In one case of Ice 50 

series analysed by them, the determination coefficient 

criteria alone gave 3rd order model, however the study of 

correlogram showed a typical pattern of 1st order model 

which was then adopted. 



In a study reported by Yevjevich (1976) of the pre-

cipitation series of seven coastal areas of United States, 

it was found that that the average monthly precipitation 

do not have any significant time dependence. This was 

clearly indicated by correlogram of the stationary stocha-
stic components. 

For the independent stochastic component of monthly 

meteorological series, Chin and Yevjevich (1974) suggest 

use of the following probability distribution functions to 
select best fit distributions. 

(i) Normal Distribution 

(ii) Double Branch Exponential Probability Function 

(iii) Three Parametric Log Normal Probability Function 

Chin and Yevjevich (1974) also remark the generation 

of new samples of the original process by experimental sta-

tistical methods of time series decomposition is best 

accomplished using data for the Independent Stochastic 

component obtained as a theoretical probability distribu-

tion function. 

The best fit of the distribution can be choosen by 

using Chi Square Test. 

Shen (1976) reports the study of monthly temperature 

series for 3 areas of Pacific Ocean close to U.S.Coast. 

The correlograms exhibit high dependence in stochastic 
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component obtained after the periodicities in the mean and 
standard deviation were removed. 

Torrelli (1974) studied the time series of monthly 
data of temperature, evaporation and precipitation. He 

proposed two different models for each monthly time series; 
one is the usual model based on the sample monthly average 
and standard deviation with eventual addition of auto-re-

gression terms. 

The second model was obtained by joint use of spec- 

tral and regression analysis and it gave better functional 
knowledge of the deterministic component of the monthly 
co-variance, resulting in reducing number of parameters 
required to represent the series. 

2.5 INTER-RELATIONSHIP OF METEOROLOGICAL PARAMETERS: 

Meteorological variables are related to each other, 
e.g. evaporation is related to wind velocity, radiation, 

humidity etc. Yev j evich (1972) studied the cross corre-
lation for investigating the linear relation between the 
temperature, precipitation and water use time series. In 
this study the trend was removed from the mean and the 

standard deviation of water use series. This study has 

been made for Denver, Colorado and the Cross Correlation 

Function of independent components of water use and tem-
perature and of water use and precipitation were studied 
to find the relation between the two series for different 
lags. 
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The purpose of investigating these relationships was 

to find mathematical models which could describe the fun-

ctional' relations between these processes. 

Study of inter-relationship of rainfall, evapora- 

tion and storage in catchment was made by analysis of sto-

chastic hydrologic system of watershed (Chow and Kareliotis 

1970) by considering the rainfall as watershed input and eva-

poration as output. The hydrologic system model was formed 

on the basis of the principle of conservation of mass and 

composed of the components of stochastic process. In the 

analysis the stochastic process of precipitation, conceptual 

watershed storage, evapotranspiration were not treated in-

dependently of each other but were considered 3-dimensional 

vector or a multiple time series. 

Roden (1968) in an extensive study of the inter-

relationship between meteorological, oceanic and estuarial 

variable along the eastern pacific coast of United States 

and Canada found out the influence of stream flow on the 

salinity of coastal area. 

2.6 	DETERMINISTIC STUDY OF EVAPORATION: 

For the evaporation study, wind velocity is gene- 

rally assumed as varying logarithmically with height 

suggested by Brunt (1944) and the variation of wind velo-

city with height is expressed as U j< log Z where Z is 

form of height above G.L. 



1.4 

By evaporation, water in liquid state is changed 

to vapour state, the rate of evaporation is proportional 

to the deficit in vapour pressure (Dalton 1802) . 

E = f (Li) (es - ea) 

E = pan evaporation values 

where wind factor f(u) = A + BU, A and B are constants. 

Estimation of evaporation has been done by water 

balance method, Ekaergy balance method and Mass transfer 

method; while estimating the evaporation from mass tran-

sfer method is also done assuming that the adiabatic atmos-

pheric condition and logarithmic distribution of wind. 

On the basis of Dalton's Formula equations have 

been proposed from time to time for estimating evaporation. 

Some of these are given below. 

The equations below also indicate that the value 

A and B changes from the place to place in Wind Factor 

f (U) . 

Fitzgerald 1886 E = f(u) (es ea) 

f (u) =.4+.199U 

Mayer 	1915 E =f(u) (e$ e a) C 

f (u) = ~ 1 + .14J 



1.5 

Hortan 	1917 	E = .4 (  

f  (u)e.2U 

According to Wiesner these constant A and B are fixed 

according to height selected for calculating actual va-

pour pressure (ea) . They changes with height. 

Many attempts have been made to find a correct 

equation for evaporation from surface of various kinds, 

in 1881, Stefan Investigated evaporation from flush, cir-

cular and elliptical water surfaces at constant-tempera-

ture and in still air. According to Mumphrey (1940), Ste-

fan was able to show that evaporation under restricted 

condition is proportional to the diameter of the evaporat-

ing surface but not to the evaporating area. Brown and 

Escombe (1940) reported later that diffusion of vapour 

through small openings is more mearly proportional to their 

diameter or perimeter than to their area. In India Me-

teorological Department, Raman and Santakopan (1934) deve-

loped evaporation formula on the above basis for monthly 

and annual evaporation at 80 stations in India. 

2.7 : 

To investigate the meteorological process studies 

have been conducted by analysing meteorological data to 

make use of results for understanding the process and for 

future prediction. The information content of hydrologic 



and meteorologic observations can be presented in tabular 

or graphical form or in form of mathematical models. The 

better presentation is in the form of mathematical model. 

The information in a sample of 100 years of observation of 

monthly precipitation or monthly aunoff, or of any other 

hydrologic or meteorologic parameters may be condensed 

into suitable mathematical models by proper estimation of 

parameters. Basically, the components of mathematical 

model for representing the structure of monthly time series 

are as follows. 

(i) 	Trend Component 

(ii) Periodic Component represented by appropriate 
main harmonic and its sub harmonies. 

(iii) Dependent Stationary Stochastic component represented 
by appropriate auto-regressive model. 

(iv) Independent stationary stochastic component repre-
sented by appropriate probability distribution. 

The time series analysis data of rainfall evaporation 

temperature etc. has been done by different investigators. 

The evaporation process depends upon the radiation. The 

effect of radiation on evaporation can be studied indirectly 

by studying the effect of duration of sunshine. Thus 

study of time series of sunshine hours will also be of 

importance in investigating evaporation process and rainfall 

process (due to effect of cloud on sunshine) . For eva-

poration study Dalton, vapour flow approach has been studied 

from time to time. 
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The evaporation is expressed as the rate over the 

period in which saturation deficit (es-ea) wind velocity U 

are measured. Wind factor f(u) of the foam(u) 

A + BU, constant A and B can be derived. The constant A 

and B are fixed for height and place. 
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CHAPTER - III 

METHODOLOGY FOR ANALY SI S 

3.1 	INTRODUCTION: 

To investigate the structure of meteorological para-

meters stochastic methods have been used for the analysis of 

monthly data of Rainfall, Evaporation, Sunshine hour and Tem-
perature. 

The monthly data are very useful in water resources 

for planning and design of structure. The basic need for the 

analysis is to extract the information within the data for 

the above use and this can be done as below. 

(i) Improved understanding and mathematical description 
of hydrologic stochastic process. 

(ii) Developments of proper methods for generation of new 
samples of hydrologic time process. 

As the series may contain trend and sudden changes 

in the basic parameter such as mean, the study of trend has 

been made. Further more the monthly meteorologic data gene-

rally contain the periodicity due to astronomical cycle. 

Therefore the periodicity has also been removed in order to 

make the monthly series as a second order stationary stochastic 

process. Monthly data of rainfall, evaporation, sunshine hour 

and temperature will be done to remove trend and periodicity 

by considering proper parameters and then the stochastic -sta-

tionary series will be analysed for dependent and independent 

components. The study of monthly evaporation data will also 

be done on the basis of deterministic approach considering 
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the adiabatic atmospheric condition, and logarithimic 

distribution of wind with height above ground. 

3.2 	ANALYSIS OF MONTHLY TIME SERIES: 

Structural analysis of monthly time series has been 

done on the basis that the monthly time series is composed 

of stationary process combined with deterministic component. 

Stationarity of time series means the non-varience 

except by a chance fluctuation of the statistical parameters, 

such as means, standard deviation, co-variance and other 

higher order moments of time series. 

A hydrometeorologic or hydrologic time series may 

be composed of 

(i) Trend or a long term movement with oscillation 
around the mean 

(ii) Seasonal or cyclic component 

(iii) Effect of serial correlation 

(iv) Random i.e. unsymmetrical irregular component. 

3.2.1 Components of Monthly Time Series:- 

The components of time series can expressed mathe-

matically as 

Xt  = Tt  + Pt  + 	 . . . . . (3.1) 

where X,t  = observed monthly sequence 

Pt  = Periodic component 

t  = Stochastic component consisting of dependent 
and independent components. 
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Tt  the trend component is deterministic in the sense that 

its future values may be predicted more accurately, and Pt  is 
deterministic on the assumption that oscilation have fixed 

phase and amplitudes. 

In this analysis the trend component has to be re-

moved, which makes the time series homogeneous and the removal 

of trend and periodic component makes the process stationary. 

3.2.2 Trend Component : - 

A trend is defined as systematic, and continuous 

change over an entire sample, in any parameter of a series, 

excluding periodic changes and produced by factors other 

than the expected sampling variation of stochastic process. 

Yevjevich (1975) states that the trends as deterministic 

component often occur in hydrologic series . Usually 

trend is assumed to be found in mean only. 

If rainfall series contains trend, and if future 

samples are not likely to experience the same or similar 

trend, direct use of recorded data for further analysis of 

generation of equally likely future sequences may be highly 

based and the elimination of trend is thus necessary to 

avoid this bias. 

3.2.3 Test for the Significance 	Trend:- 

The trend in time series must be removed if it is 

not expected either to be repeated or if it will not occur 
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at all in future. The removal of trend, if found significant 

makes the time series homogeneous. 

Normally only linear trends are used because any 

non linear trend, though easy to fit, may have small justi-

fication because the difference between the non-linear and 

linear trends may be partly or fully the results of sampling 

variations (Yevjevich 1972). 

Trend is generally removed from the time series by 

the method of least squares. 

The method of least squares is used in this study 

and the same is briefly explained as follows: 

Assuming a linear fit, the best straight line 

through the point (X1 , Y1) is by choosing the two parameters 

m and C of a straight line 

Y = mX + C 	. . . . . . (3.2) 

in such a way that the sum of the squares of the errors in 

Y is minimum. This is achieved by making 

m a 	nEXY - EX EY 	. . . • • (3.3) 
n EX2 .- (EX) 2 

C 
	E%2 EY - EX EX! 	. . . . (3.4) 

rs zx2 - 

where n is the number of paired observations, and X are 

prescribed Values over monthly ranges and Y are the con-

sequential observational values. It is assumed here that 



the observations Y are subjected to error. This line (equa-

tion 3.2) is called the Line of Regression of Y on X and one 
of its properties, is that it passes through the centroid 
(1, Y) of the observed points. 

3.2.4  Confidance Limit of Mean Value and Slope of 
Regression Line:- 

For the confidance limit calculation of the regression 
line, the errors or deviations must be calculated. At every 
observation point X1, Yi) which does not equally lie on the 
calculated line there is an ei. The variance of Y estimated 
by the regression is then 

S2Y 	
(E ei2)/ u) 

. . . . . (3.5) 

where u is the degrees of freedom. Since calculation of 

in and C impose two restraints. The value of u is given by 
U = (n-2) 

The variance of the mean value Y is given by 

(SY)2 	-  (Sy)2 	 . . . . . (3.6) 
n 

So that the confidance limits of Y are 

Y •k t(s) 	 . . . . . (3.7) 
where similar to sample mean, the value of t statistic is 
found from tables, using the appropriate number of degree 
of freedom. 

The variance of the slope in is given by 
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2 

	

( m)2 	 . . . . . (3.8) 
E (x-i)2 

and the confidence band for slope is given by 

In ' t (sm) 	 . . . . . (3.9) 

It is necessary to compare one regression line with 

another theoretical one, to see if there is any significant 
difference between the theoretical slope mo # and the observed 
slope m. 	This test is performed by calculating t - stastic. 

	

t 	m - mom 	 (3.10) 
'8m 

and comparing with the tabulated value. 

Therefore a straight line trend Y = mX + C fitted as 

regression line through Y, time series, is thus tested for in 
being significantly different from zero. This approach of 

trend detection and description is more reliable, 

3.2.5 Correloaram Analysis:- 	 r 

The auto-correlation analysis represented by correlo-

gram is used in the analysis of description of hydrologic time 

series. The correlogram is a fu ction between the serial 

correlation coefficients Ck as ordinate and lag K as 
abscissa with 	given by 

PK 	cov(Xj, X3, + K) 	 . . . .  
L (vat ) (Vat + ) ]'2 ~i 	~3. 
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Correlogram provides a general character of time series 

and a direct relation can be established between the shape 

of the correlogram and type of the time series. 

.Auto-correlation analysis is used to determine the 

linear dependance among the successive values of a series 

that are given lag apart. The measure of this depandence 

is given by the serial-correlation coefficient. If the 
value of X are linearly dependent upon the values of 

then the correlation between XXL and Xt+K may be taken as 

measure of dependence. This correlation is referred to as 

the Kth order serial correlation and is given by the open 

series approach as below. 
N-k 	N - 

rK = (N-K) ~t gt+~ '  

2 	2 1/2 
(N-g) tE 1 	1 ~t) 	(N_g) -2 _ 

t=1 t+K 

(N 	) 	z. 
2 

't +K 
t=1 

. . . . . (3.12) 

The value of r(' for K = 0 gives no information about the 

time series, as r(0) is always one and as the observed time 

series may be considered as two identical sequence each 

being the observed time series itself. 

The value of r(K) for K = 0 reflect the structure 

of time series, and they are dimensionless and oscilate 

between + 1 and -1. 
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To facilitate the analysis of the structure, the 

values of r (K) as a function of K are depicted graphically 

with r (K) as the ordinate and K as the abscissa, which is 

called correlogram. In order to reveal the feature of the 

correlogram better, the plotted points are joined each to 

the next by a straight line. 

The correlogram provides a theoretical basis to 

distinguish 3 types of oscillatory time series. It has 

been proved analytically that if the time series is simu-

lated by a moving average model for random elements of extent 

m. Then the correlogram will show a decreasing linear re-

lationship and will vanish for all values of K>m, for sum 

harmonics model. The correlogram itself is harmonic with 

periods equal to those of the harmonic component of the 

model and will therefore show the same oscillations. 

For an auto-regression model the correlogram will 

show damping oscillation of curve for a first order Markov 

process with a serial correlation eoeff. r1 • The correlo-

gram will oscillate with period unity above the abscissa 

with a decreasing but non-vanishing amplitude. 

In fact, whether the cyclicity in the correlogram 

is damperred or not, may be used as the criteria for iden-

tifying the periodicity present in the time series. 

If r1  is negative when the time series is for short 

the computed correlogram may exhibit substantial sampling 

variation and thus conceal its actual form (Chow and 

Kareliotis 1970) 
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Selection of Asn Limit:- 

The value K upto which correlogram is to be computed 

depends on what is to be accomplished by the correlogram. 

As the K value increases, (N-K) decreases and so the accuracy 

of estimate also decreases (Yevjevich 1972) usually K < N 
3 

selected and often K = N , N or similar number is 
10 

selected as f*ncation limit, where N = sample size. 

3.2.6 Periodicity in Hydrologic Parameters and Its 

Separation by Non-Parametric Method:- 

Periodicisty of hydrologic time series may be present 

in one, two, several or all its parameters. Such parameters 

are the mean and standard deviation, the autocorrelation or 

autoregression coefficients, be higher order moments or the 

parameter which are the functions of these parameters and 

similar parameters. An independent stationary stochastic 

component is assumed to be always present in any hydrologic 

time series while the parameters of time series may or may 

not be periodic. The stationarity of the stochastic component 

after removal of periodicity is assumed either to be of the 

second order as weak stationary or of higher or less as strong 

stationary. 

Non-Parametric Method of Separating Periodic and Stochastic 

Component: 

The simple transformation of X series after removal pr 
of trend (if any) gives 
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x 	- 

E 	P'~  . . . . . (3.13) P 
Sr.. 

where p 	1,2 . . . n represents year and 	= 1,2 . . . 12 

represents month in case of monthly data. 

and S are the sample means and sample standard 

deviation respectively at the position (representing 

particular month) in case of monthly series computed a's 

below: 

h 1 

	

mz = pZ1 P 	. . . . (3.14) 
A 

and 	SZ 	 1/2 .~ E C P~- ~Z} 2 	. . . . (3.15) 

respectively, is the non parametric method of removing the 

two periodic parameters and of standardisation of the Xp 
'Z 

variable. 

It requires the use w statistics, W values of 

m z- and W value of Sc . Por monthly value W = 12 and for 

daily values W = 365. 

The non parametric method removes from the series 

periodicity in parameters but also removes all sampling 

variations association with the coefficients of the periodic 
functions of parameters. 

3.2.7 Selection of Practical Mathematical Models of 

Stochastic Dependence:- 

The variable gp T- , obtained by removing the perio-

dicity in the mean and standard deviation is only approxi- 
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mately a second order stationary dependent or independent 

time series. The dependence can be often approximated by 
the first, second, third or higher order auto-regressive 
linear models. Generally hydrologic series rarely justi-
fy an investigation of higher order (more than 3rd order) 
auto-regressive linear models though they may indicated by 

physical processes, linear models seem sufficiently accurate 

for practical purpose. Though the real stochastic models 
may be non-linear. The general 	order auto-regressive 
linear model is 

m 
g p, C 2 ~E1ai' 
	

ps ~ 
. . . (3.16) 

with a. q the auto-regressive coefficient, either periodic 

as a. or non periodic as a and 	is a standard devia- 

tion, periodic or non periodic which enables 	to be a 
second order stationary and standard (o,1) random independent 

variable, if Epp is a standard random but dependent variable. 
The value of C is 

m2 	 _-1/2 
a 	1-E a - 2 £ air aK. pi-K 	. .  j=1 	i>K 

if a 	is a standard variable (0.1) then C is periodic P, I 

as soon as any value 

act P z 	j = 1,2 . . . m is periodic 
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The technique of statistical test for fitting the 
auto-regressive linear models is often best, by whitening 
the series or by assuming a model of the auto-regressive 
linear type by estimating its parameter and by computing 
the presumed independent gp 	component. Then 	p .z 
is tested for independence. If this hypothesis is accepted, 
hypothesis of the model fitting well the time dependence is 
also accepted. 

3.2.8 Determination Coefficient: 

The measure of the goodness of fit of the auto- 

regressive linear model is judged by determination coeffi- 
2 cient approach. RR , j = 1, 2,3 • . proposed by Yevjevich 

(1974). 	The coefficient of determination tells that 
portion of the total variance of C 	Z , is explained by 

- each term of the auto-regressive equation. The remaining 
portion of the variance of ep being explained by the term 

"C P.~ . 	Because R > . 	. 	. 	. 	> R3 	> R > R 

A.R. Models of Order 1, 2 and 3 

The determination coefficients are computed by: 

2 	2 
R11 

2 	r2 +r2-2r'r2 
R2 

1 - r~ 

• • • • • (3.18) 

. . . . . (3.19) 



r2+r2+r2+2r3r3_ +2r2+r2+zr1 r2--4 1 -4r1 r r2 r3 
-r4-r4-r2r2 

1 2 3 1 	1 2 	3 1 	1 2 1 

1-2r2 -r2 +2r2 r 1 2 	1 2 
. . . . . (3.20) 

where r1, r2, r3 represent serial correlation coefficients 

conditions of lag 1,2 and 3 respectively. 

(i) (R -R~) < .01 and (R3 - R) < .02 

First order model is selected. 

(ii) (R2 - R~ ) > 0.01 and (R3 - R ) < 0.01 

Second order model is selected. 

(iii) (R2 - R, ) > 0.01 and (Rj -R~ ) > 0.01 

Third order model is selected. 

For example if, 1st order model is selected, then the 

new series of 4 	is calculated, representing independent 
7 r? z 

stochastic component. 

	

+ ( 1-a2 ) 	( 	? 2. ) 
• ep."z - a1 e Z.. r 	. . . . (3.21) 

) 

3.2.9 Probability Distribution of Independent Stochastic 

Component :.-, 

The fitting of the probability function to the 
frequency distribution curve of ~ .Z is the approach 
followed in this study to structurally analyse, and mathe-

matically describe independent stochastic component. 
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The transmission of( Z to produce the standard-

ized variable tp .wand the treatment of ep -Z to produce 

the independent stochastic variable ç 	make the poei. 

tively-.valued variablex , P as a 	variable with 

both negetive and positive values. The auto-regressive 

linear models transform the variable tp 	which is bounded 

on the left side to a anew variable 	which theoreticall3 

may be unbounded. 

Owing to the fact that 	 .Z series include many 

negetive values, Fits of normal, three parameter log normal, 

and three parameter gamma distribution have been considered 

in the present study. 

In this study the 	, 2eriee is checked for fit 

of normal distribution only by using chi square test. 

3.2.10 Pitting Normal Distribution:- 

The probability density function of the normal 

distribution used is 

f(a) - 	exp  
L 2

1"2 

. . . . • (3.22) 

In which ll~, ; is expected value of a and 6 it, s standard 

deviation 

The maximus likely hood estimators of the para-. . 

meters of the normal density are 
N 

M i~; . 	PA Z 
	 . . . . 5 (3.23) 
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A 	N 	 2 1/2 
I L~-- i2 (z 	u) 	 . . . . . (3.24j 

p , the probability of any class interval representing the 

area under the probability curve is known. Kj the class 

interval limits can be evaluated from the corresponding 

cummulative distribution obtained by integrating equation 

(3.22) by standardising the residuals of 
u 

2 f (X) _ jP~ = f 	1 	e'" u /2 du 	. . . . (3.25) PH 

with j= 1,2 . . . (*-1) from the values of uj and estimates 

of population mean and standard deviation 4 .and C 

The equal probability class interval limit K of the variable 

• 1 ?Z are Kj _ /a + Uj 	 . . . .(3.26) 

In which uj are the class interval limits of the 

variable ut of the equation (3.25). 

3.2.11 Ghi-Square Test:- 

The total range of sample 0 observation is divided 

into K (-,, mutually exclusive class interval, each having the 
observed class frequency A3 and corresponding expected class 
probability Ej ( j = 19 29 3 . . . K) using the expected value 

E as the norm of any class interval, it is reasonable to 
choose the Quantity (o - E~) 2 as a measure of departure 

from the norm. However, the magnitude of squared deviations 

would not be comparable from one class to another. 



Since the scale of each is nearly proportional to the expected 

value. 

Therefore a suitable measure is expected by computing 

E3) 2 / 333 	and the measure of total discrepancy 
between observations and expectation, ~~ (Chi Square) given 

as below: 
2 	K (0. _3)2 

E 	 . . . . . (3.27) 
3=1 	r~ 

This stastistic is distributed asymptotically as Chi 

Square 	-2 wAith (K-1- ) degrees of freedom, where 	is 

the number of parameters already estimated from the sample. 

The number of class intervals should be such that expected 

frequency is not below 5 in each class. 

Knowing the class interval limit, the eorrionding 

observed class frequencies are determined. Chi Square 

simplified for computational purposes in case of equal prd-

bability class intervals, is as below: 

2 	K 
= K E 032 	_N'  N 	~~ 1̀. 

where N is the sample size, e.g. for 22 years monthly 

data, N = 12 x 22 = 264. 

The Chi Square Test prescribes the critical values 

of "Sc for a given confidence level (from / 2 table) 

so that for X 2 < Xr the null hypothesis of goodness 
of fit is accepted and for x 2 x 2 it is rejected. 

The above mentioned methodology has been used for 
analysis of time series of monthly rainfall, evaporation, 
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sunshine hour and temperature data of Bhadarabad. The same 

has been checked for normal distribution. 

3.2.12 Representing Periodicity in Mean:$Y Significant 
Harmonics:- 

The general equation of the periodic function of 

any parameter 	using the Fourier series approach 

as given by Yevjevich (1972) 
m 

= ~uv +3E 1C j cos ( 2 j 	+ '8 ) 	. . . . (3.29) 
= 	W 

in which Pv = the mean of V z over the W position of 
j = the sequential number of any harmonic out of the W/2 
possible harmonics, in = the number of significant harmonics. 
For monthly data W = 12, in - 6. 

For representing periodicity in the mean, above 
equation becomes 

,u. _ / U x + E (A. cos ~j -C + B. sin) 	. . . (3.30) 
-3Z\ 

ux is the mean of 12 values of monthly means for monthly 
data. 

The coefficient Aj and B1, j = 1,2 . . . 6 are 
estimated from W values of in obtained from sample by 

m 
I 2„ 	(m2 -/tax) cos ( 	) 	 . (3.31) 

W j=1 	 W 

B. = 2 * E (m2 - Jux) sin ~21t it) . . . . . (3.32) 
W 	731 
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3.1.13 Testing Significance of Harmonics:- 

For choosing significant harmonics in equation (3.29) 

an approximate procedure may be used. Let S2(mz ) be the 

variance of in 2 

82 	=' E (m2 - Ji  
(m't ) 	`r1 1 

Then 	Var h 	_ (& + B ) /2 	. . . . . (3.34) 
is the variance corresponding to the harmonic J. 

A p  _ 	Var h j 

82  (m Ir 
As the part of explained variance by the harmonic j with 

respect to the total variance of m`r- . The relation LSP 
are ordered in decreasing sequence and added as 

P • = E (P) 	for j = 1,2 . . . 6. . . . (3.36) i=1  

where in = W/2 = 6 for monthly values. 

Two critical values for the sequence Pj are given by 

Pmin = a 'r 	. . . . . (3.37 ) N 
C = 1 for periodicity in mean 

a = .033 (recommended by Yevjevich) 
and N = sample length 

W = 12 
pmt  = ( I -- Pmin) 	. . . . . (3.38 ) 

The following criteria are used for determining 

significant harmonics if .P6 < Pte. There is no significant 
harmonics. 
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If P6 > Pmax the first j harmonies whose P j  value 

first exceeds Pmax are selected as significant harmonics. 

If Pmin < P6  < Pte, all six harmonics are significant. 

3.3 	METHODOLOGY FOR STUDY OF VERTICAL DISTRIBUTION OF 
WIND VELOCITY: 

3.3.1 Effect of height on wind speed= 

It is a well known fact that wind speed varies with 

height above ground level. Therefore, it is a greatest de-

crepancy of wind records of adjacent stations is due to the 

differences in the height of anemometers above the surfaces; 
but the little effort has been made to standardise the height 

of anemometer installation. Actual wind records show a 

gradual reduction of speed to be associated with the growth 

of the city. 

3.3.2 The Variation of Wind With Height: 

In the surface layers, the roughness and variations 

of the earth's surface and the stability of the air create 

physical and tharmal barriars to the free movement of air 

and modify its trajectory. These effects cause the wind 

velocities in the boundary layer vazy in direction and magni-

tude with height above the earth's surface. 

Wind velocity is generally accepted as varying loga-

rithimically with height and formula of the form 

U 	a log Z + b . 	. 	. 	. 	. 	(3.39) 

and 	U 	alog (Z +C) +b  
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where a, b, c are constants can be established for set of 

observation in particular site where roughness is constant 

and when the atmosphere has a given stability. If the 

constants of these equation are evaluated from the experi-

mental data, winds at different heights may be estimated. 

The basic data is plotted as velocity against the logarithim 

of height and a straight line is drawn. 

The variation of wind with height can also be re-

presented by a power profile of the form 

U1 	Z1 	v 	
. . . . . (3.41) 

U2 	Z2 
or 

U = C ZK 	 . . . . . (3.42) 

where C and K are constants for set conditions. K is 

constant which is about 1/5 for average condition, about 

1/7 for winds over 35 mph, 

U1  is wind speed at height ;1  above the surface and 

U2  is wind speed at height Z2. In present study U v/s log Z 

approach will be used. 

3.2.3  Wind Speed and Evaporation:- 

As the evaporation depends on the wind speed, in the 

Dalton's vapour flow approach transfer coefficient is the 

function of wind speed only. E - f(u) (ems ed) 

where 	f (u) - (A + BU) 	. . . . . (3.43) 

And the wind speed varies with height. Therefore, it is 
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essential to know the vertical distribution of wind speed 

while calculating the evaporation. So that wind speed 

at standard height could be computed and used for estimation 

of evaporation. 

3.4 	METHODOLOGY FOR EVAPORATION STUDIES: 

3.4.1  Q2neral  - 

Evaporation plays an important role in hydrologic 

cycle, a great deal of effort has been expanded in attempts 

to find a means of measuring it directly. As the measure-

ment of evaporation has been restricted to use of instrument 

which measures evaporative power of the air and not the 

actual evaporation. 

The evaporative power is a measure of the degree 

to which a region is favourable or unfavourable to evapora-

tion. Thus the evaporative power is greater over a hot 

dessert than near humid coast line. ''Thus the evaporation 

changes from place to place and a study has been made for 

monthly evaporation of this area. 

3.4.2  Nature of Process:- 

By evaporation water in liquid state is changed to 

vapour state, 'this change occurs when some molecule in the 

water mass have attained enough Kinetic energy to eject 
themselves from the water surface. 

The motion of the molecules through the water surface 

produces a pressure. The pressure is called Vapour pressure. 
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Escaping molecules collide with those in the air, some of 

the former will drop back into the water which number of 

molecules thus escaping equals the number of those that 

fall back into the water an equilibrium is reached between 

the pressure exerted by the escaping molecules and the pre-
ssure of surrounding atmosphere. This equilibrium condition 

known as saturation. 

3.4.3 Vapour Flow Approach:- 

It was early realised by Dalton and others, that 

the transfer of vapour must occur along a gradient of moisture 

concentration at a rate dependent on turbulent mixing, and 

a measure of the transfer coefficient might be a function 

of wind speed. 

E = f (u) (e-e ) 	 . . . . . (3.44) 

where f(u) is function of wind speed which can be empirically 

derived. It is commonly of the fozm f(u) - (A+BU). The 

evaporation is expressed as a rate over the period in which 
(es-e.) and U are measured. es  is saturation vapour 

pressure and ea  actual vapour pressure. es  is measured 

at the evaporating surface and ea  in the free air usually 

at 2 m height and U is an average wind speed at suitable 

height. The constant A and B are fixed according to heights 

related for ea  and U and the nature of evaporation surface. 

In this study the rate of evaporation will be 

determined by the difference between the vapour pressure 
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of the body of water and that of the air above the water 

surface under given conditions and the expression derived 

on the above principle as below: 

E _ (es-ea) (A + BU)  

where E = evaporation in mm 
es= saturation vapour pressure 

ea= actual vapour pressure 

A,B = constant 
U = wind velocity at 2 mtr. height. 

As the evaporation depends upon the temperature 

(saturation vapour pressure) and atmospheric pressure 

therefore the rate of evaporation can be expressed in the 
following equation. 

= e ( 1 -1  0 ) (A + BU) 	. . . .' . (3.46) 

where E = evaporation in mm 
U = wind velocity in km./hr. at 2 m. height 
e = saturation vapour pressure 
A = constants to be estimated. 
B X 

Data used in this case study is the monthly 'data 

for rainfall and monthly average value for evaporation, 

temperature and sunshine hour. In this study the monthly 

average values have been used for the analysis. 
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CHAPTER - IV 

THE DATA 	 , 

	

4.1 	INTRODUCTION 

The analysis and interpretation of hydrometeorological 

data by stochastic or deterministic methods, is done to extract 

the information within the data, the information contained 

in the data can be presented in concase form by representing 
the particular process by a mathematical model (stochastic 

or deterministic). 

	

4.2 	DESCRIPTION OF STATION AND DATA AVAILABILITY: 

Data needed for the analysis in this study has been 

taken from the hydraulic research station of Bahadarabad. 

This research station has been maintained by the Irrigation 

Research Institute, Roorkee (U.P. Irrigation Department) . 

The Bahadarabad Research Station is 16 km. from Roorkee 

and situated on Roorkee Hardwar Road. 

Bahadarabad Research Station is having a meteoro- 

logical observation station, and all sorts of meteorological 

observations are taken here since 1955. 

4.3 DAA 

For analysis of time series of rainfall, evaporation, 

sunshine hour and temperature monthly average values of 

these parameters has been used. 
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For the study of rainfall, time series analysis has 

been done from the monthly sequences of 22 years (1955-1976), 

consisting of total rainfall in calender months in mm. (Table 

No. 4,1) 

For the study of evaporation, the evaporation data 

is taken from U.S. Class A Pan. The data used in the analysis 

is total monthly pan evaporation in mm for the calender month 

for the period of 18 years (1955-1972) (Table No.4.2). 

In the case of sunshine hour the total sunshine 

for the month is the average sunshine hour, in one day for 

the month. The monthly data of these is available for the 

period of 21 years (1956-1976) (Table No.4.3). 

Temperature data is available for 18 years (1955-

1972) (Table No. 4). The monthly average values in one day 

of the month has been used for the analysis. 

For the deterministic study of evaporation the 

Class A Pan data of 17 years has been used (1956-1972) , 

and the monthly average wind velocity at 16 ft. height 

has been used (1956-1972) (Table No.4.4), For this analysis 

monthly averages of the relative humidity (Table No.4.5) 
and temperature data have also been used for the period of 

17 years (1956-1972). Saturation deficit in mm has been 

calculated by using this. The data used for the study 

is given (Table No. t S6) . 
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To study the vertical distribution of wind speed 

the monthly data of 7 years have been used (1970-1976) 

The wind data has been used for this period are the wind 

speed at different heights, 2 ft, 10 ft., 16 ft. and 30 ft. 

respectively and given (Table No.47 to 4.10) . These wind 

speeds are the monthly average values in Kmph. 

The data of rainfall, evaporation, sunshine hour 

and temperature has been indicate graphically from figure 
1-a to Fig. 1-d, 



I 
JI 

•
,c ~t• ~ 

C. 

: 17 

t c 

~ r 

I ~ 

t (~ 

L t ` 
'-1 

-.t 

_ rte _ '1 

~~S 

1 



1- 

L 

u 

J 

U- 



.r  



47 
NCO 

M 0 O Or00NOO 
r 

n O 	N O. 	• • 	• • •• 
• Q~ N N N rn r 0 	0 	N r. N 

O O N ,* 

cc 
00 

N 

O r Ln O CO N o0 

O • 
r r r 

CN. 
0 0 ty1Q000 

O~ l r~ 	00 ~0 	• 
 N 

r N 	T- 

00 O N O8 O j m~N 

lc~ NNso N 
rY) Oc\cY\T'.UN 
p \O M\O \0 (fl r\ 
M Trr s- 

00 )n In N ~' CO 0' '.0 CO  `0  • 

0 	m r- r CC) -t I n 	1 c1 QO r T- 
M r (Y) N_ r T r M N  

T 

r 	1n N l t1 r 00 M  
• • • • • a 

00 r 00 N1 .~ 	C. O N cc -t N N N T_M~ 0\, ' cc 
c LLQ N m lf~ N ,± O T O 

	M 	N M sue -• 	N M- N M M M ,~' .~" 

e-- - N M 	M C` 	'  
, • • _ 

cc O - Lr N tc\ M VN 0, N \0 	T . ' Mc0a0 O\( ON 

N -t ,± \O 	-t '0 ('C) 	N rl't .. 	cfl M N tc'. N l.c\ M 

T- 	'is'. 0'. 0\ N O c- 1r N 	M 	'0r 'U 

 r Q` M ON L" O if'. `n • co 
i N cn .~- .-+ a'co cc T 

M o' N c0 '.0 .J- 0 
0 0 pp M L` '.0 '.0 N CO '.O 	T 	N 't mkjr\ ¶ T 
T T  

r r 014-'.O a'  - 'p N 	~- r- 

 

S M ~D o0 N •  • • • 

• • • ' 	' 	A p; 	LN 	
Ln 0 N 0 NO '.0  U'\ M 0' 

N N T N 0~ 	 N QO N M 4- 

r. 

	

T  M N d 	N '4 	' 

' 	••••• 	
•  •  • 

O r M 4- O T M O - m   	'0   O NOTO.
y 

N 

 

 
NN 	(C)4- 

4- '- 

	

0'. N 0 '.D V~ U- 	\p 	1S.. 	VN 	 ~' NN4 -  

IrN 4" 	M G\ 0 	N- 	r- r ~D N  O crl c1 T 	N 	T 

N 
M \O 	T r M r '.p 00 '0 00 is-'. 4' 1r 4- 1k'. 

~p M L~ 	c''1 0 	• S • S • • , o • • • 	• • 
'. 	N~ 00Too com 0' 	..c 04'Nmm 

N 	T- 	\D N 	N 
T 

M 	4- 	 L` Lt1 	N 	l~ lC~r CO i \lr\L-\ 
N 	1 S jr-, N r 	N. 	-t 	 , 	• • • • • • • 

T if'. T- ll'.'O CO l c'.(0 C '} is-.. N 	r 	N r O 	- N e-rr 4- 

'.'0 C` cc 0'. O T N cn 4- it\ '0 l- QO O' 0 r N c'C)4- tc\'D 
Lc\ '.0 '0'.0 	'.O '.O '.O 	'0 W N N N N N N N 

o" a" a" a' rn rn rn a' cr a' 0' a' rn 0' ON rn C' rn rn a'0'. a' 
'- e- r T r T-' 	T r r e" ' T 



r. 

'00 c+'1 00 O ON N'.0 `C O'0 0 0 0 0 0 0 
r- N 'O . ' N 0 0 M %0 ,* %0 T M ro ~O CX) ~ 0 

• • • CO l~ rrl M N. ~-~ r l c1 0 r C ~ 111 	O M coO tY1 M 
.,„ 	

48 

N 
• 

O z 

000 00000000000000 
'0 tc~ O \D N O M M \O O O O O O O O O O • • • • • • • S N r O " 	O\ GD CT 0 O\ 
O'. 0\ 00 ON aD o0 N CO N. L*. CO c0'0 \D Lam. \,p \O u'. 

rn pp 0 \D 	r O N r Lam. .* O O 	0 	000 
r r 0 - N 4' 1(\ 4 	CO 1ST d'. O M .O 

• 
• • • • • • • • • • • • • • • • • 

aD 0 car) ry) COT r O O M O O O c- O N 000 
r r V- r T e- r c" 	T r r r r r I-- r r 

O O O O O O O O O O O O O O O O 
N Co CC) N. M O O O M O  O O O O O O O O 
M OD \D N. '0 Lc1 CX) 0  .3- 
T r Y' r r r I— r T T r r r t" om" r f r 

N N tr N tc\ O N 0 M 4- N 4- r c a" r '.O tt'. • S 0\ T- 	0 M N N M N .- \0 N Lti 0 co 0 in 
'.0 C. \0 \O C.. ' M O N 	M CV . ' N O 0) 0 

,— r T r r r r r r T r r r  

0 0 
i) N N 'D 4- 0 0 tr\ M N. tc'. M L~ is'. 0 CX'. If\ 'Lr'. 

	

0 	 M - 0 	a'.' CO CO 	CV 0 	tN N  O eM 
V N N N r r r T r T   r r "rr - 

N.000000 0000  O O O O 
N to r o t. N tC~ '.O L. Cr) O 0\ 0 0 0 O O O 

• • 	• 	• 	• 	• 	• 	• 	• 	• 	• 	• 	• 	• 1
S (Yl ~..1' GD 

	

r lam- N CO 'Ir'. 4- O (") 4- 	'.D C'- .c 

pj 	CX)N C' N ON c''1 0 to ON 0 0 0 l.r\ IS\ r it'. 

N. O O O\ O O O O Q\ 0 0 0 0 0 0 0 
N it-'. N 0 tc\ 0 0 0 0 1r 4- C. N N. 0 	r CO 
• • • • • • • 1S 	~- ` M~p 	O M N 0 r O CO 0 tt1 N p 	~p N. 	1S 

	

M r O M 1['. O 4- N T N. 	M 0 ,~ 0 ON N. 
c„~ M c11 „- ( 'I m M N N N N N m rn N 	- N 
0 0 0 0 0 0 0 0 'U 0 0 0 0 0 0 0 0 0 M O M N O O MCO \0 t` N O O O O O O O 
• • • • • • • • • • • • • • • • • • 

r p ('i '.O N CO iN 0 0" O\ N cfl CO 00 ON r'r1 it'. CO 
0 N. M 	N. it'. N T M 0 4- 'it-'. 0'. 4- T CX' ON 

N M N N N N N N N N N N N r N N r T 
p~ O 

 

0'D 00 0.4- C'-0000 000     0 0 0 
'.p O 0 W - '.0 O C'-O M \t) N 	N 0 r 

N <- CO CO r N 0 4- it-.. N r '.O 0' O O GO co-, CO N. C` r it'. N. N. 	111 GD .a 	r 	c"i If\ M 
r ~- N r r r r r r r r c r r T- r r 

CO 4- O 4- 4- O 4- O '.O O O O O O 	O 
p 'c'. O'0 00 co CO O Co O CI. N o0 N 0D '0 O O 

M r 	r COO". O 	ON a\ 	DO O 'O CO '0 C\ LOQ. O N 0  r r r 
p.\ 00 0o pN lf\ O O N T r O O O O O O O O 
-- CO 4- O' O 0 0 r 0 0 	N CO 	CO 4- r 
• • • • • • . • • • • • • •~• C , 

	

	5 LCA '.p '.p rt N CO N N N- M M Ni o0 V-\ a'. ON 
co N \0 '.04- '0 ,'0 .f Lc-\ l N IrN \0 I,'. 4" 1t\ . 	'.04- 

'0 N. C d3 0 r- N f+'1to \0 l\ CO 0\ O r N 
ls\ 

 
'it-' it-'. 1t-\ t~ \0 '.0'.C) '.0 b '.0'0 '.0\C)\0 C'. N N 

O' O'\ CT Q'. m Cr 0\ CX' ON 0" O\ GN 0'. 0'. 0' Q' 0' O' 
T T T T T r r r T T T r T r T T r T 



TABLE NO. 1.3  
I -  I 4_ 	___./) 

1000 49 

)•. • • - li-- *LI -0" -S 

.1 1-e. L.L. i- _'• 	..•. i) ...i_.- C./- 

) . 
i4.:-• 4 s ii_ -.(, _'...•. .(- .i '.i3 • 

.4.7 (-*' • .-' • .-.- 	.•-' -•' ''_' 

l-.1 17.+. • • . • t i7._ 
i4• • •-- . 7•- 

.1 • i - • I S 0 	- i I I _ 	. 	.. . 	• 'ri . 7 • 
1f0 0 

0  0 • ii7) - eU £1S 

1 1 • 7 	• . . • L o • •_. . 	i I 	• 
L.,) > 0 0 0 . . 	- 7.i 

L1 . _(.1• 1 	4 6 2 3•L J.5.' 
." .tf ..i.i. _. ,, .. f.• .7.. 14, 

1.E: .L.•f ... t-.4; ij., 
- 	•i - i --- - . 	- . ;:) L 1-i-. 	. I•-a 

. QQ I.O' 
7•-- 11.7j 

io5 i_. • j_ ;• . 3•3 ._. 1. 1).) 

T 

IN HOUR 

.T.  

4ber 7b. --•- .Jo( LLI4O, • L. 17 _-.. 

• ) _f. ifs7 7_• 
..'t+.- 

(7 7J• -• '- 2•7. L(i 
2.6' ;•] ;:. 

1 	7 i._i.. .-• iC.c 'i.: 1.i 
--!. - 	( 	• .-),-- ..'r i'-f.)  
. 	i. _f._• .  i • _ i7,4 i77,4 

Lb01 
7 • . .4 1 ::)4.L 

;4.- 1•-ou £o4 Lt  
17 L)0! ( 	0 • J,' J• - 	/. 

4'-- / _)-a i-iL L•j 7 

- Y. • / 	• IT. 7 	3. 2 	7 L7 64.6 
-.-:e 1  (o • lo Hi- I 	s- 6•I -L---0L 

( -.'• '--i _•J j-. .i. ..L1 
• L 	• (L.- -si 

(Yu .1 	• __-..- 2. r.. 0  £-'I-- L-'o 
i'•- '-(i • ___,-; 1!. L(.- 7•) -7•. 



co 	N N 	M O "O O 	t'') 
00 M cM CO Ln _± M 0 0' 6\ N ON CO M 0 (fl O' 
• • • • • • • • • • • • • • • • w 

r~ 50.  

 1S\ O\ 'O co 	 z 	.4' 
en 	o O c0 t 0' cc N a0 0 Com. 

N N N N N 

N N CO -' CO \0 Ls\ 	l 0'. Lr, N '.0 C'- 	M 
M 	r C'-Lid '.0.± aD .± .* M M r- if'. C'- '0 

N ± ,.3 c-'1 _:1- N N M N M M M M M cV N EV 

N M 	M N GO i.c- 	N O La c\ 	Lc' if'. 	Lc\ Ul\ 
m A Lc. A M N M N ,; A r1 N M N N N CV 

N N 	N N 0 cc V. C~ \O 	N 
f. 	en N N 0 if'. C` Co '.O Lt' .± O\ 1.r O' 0'. CT 
• • • • • • • • • • • • • • • • • 

m± t.t-'. M M M M M M M M M M N cV - N 

M CO — ' 	N 	00 N \0 CO N 
Oa\ N r if'. e- ' ± r 	M \O NO '.o co N 111 0' 
• • • • • • • • • • • • • • • • • M 'p 	M M - 	M M M N M N M 

l t~ 	cc r r * M r C'-'0 - \O M -' a0 - N cc '0 M CO (T CO 0\ N N r 03 1.f. N 0 Cl' c- C - 
if'. 0 if'. if'. iso If) U- 	\10 to If\ if'. lr-'. M c-n - 

t- 
C"- 	Lr' 	.:1" 	Lc- - 

CO r '.o '.O CO Cr) 	'0 zI- Ltd O w 0 N O —- 
• • • • • • • • • • • • • • • • • 

'.O 	r 	Lr'. 1 c~ Lc'. Lt~ LZ '.O if'. '.O if'. lr-\ N 	U1 

p o0 DO N 	N C'- 	I'O  CO r .- op O if-'. 	Co \U lc. \0 	CV 'O UN 09 
'G 0" lam Xr if'. if'. M 'O tri if'. '.O 	'.O cV 

'.0.0 0 0 if'.O 
e ls\ M N 	N M '.O M O\ CT \0 N CO C` c-- QO 
'.p co O' Vh .± 	M 	M 

\0 	N a' N 0 Lr'. r W 	-t 
_:1- 	cc C- \0 ,f to 0 0 tt'. 0 j Lc'. M 0 O 
• • • • • • • • • • • • • • • • • 

L'. L-'. 	en ± M M 'O if'. 	1r :i- ..± r'1 * * 

C` M Us 	N N N '.0 	ir- ,. 	M 	\0 
\O 0 CV 	Lr' c- f - N M 	0' L'. ,J` 
; 
• • • • • • • • • • • • • • • • • 

, .± \O N M M M M 	M M M M N cV C 

'0 C'- CO 0'. 0 e- cV M -- Lc\ 	N CX) O' 0 	al 
Lc' l.c% VN lr' \0 \0 \0 \0 '0 I'U \O \O \0 \0 C` n lam. 
O\ 0" ON ON O' a' 0' ON C" d\ ON Cr G'. 01 0'. ON O' 

TflQ trart4Ry TI Y Rsr ► A 
F ROQRQEE 



a 

r N 1r L` nl N (03 

L` ON N in 03 o0 CO CO CO E` C` co C` 00 ON 0' 

a) 

co C` 110 N L` O L~ 4- 0 N 00 CT Q\ CO LC\ OD co O Co ls\ \0 C` Co C` C- N N-'0 \O 0 Cl- 00 CO CO 

ti 
N 
rQ e- co 
O tr 'O M N co N 
U c '0 , 	- N M co o M l.r\ Cr N N 'O ls\ ' \J Q\ 
O CO Com. co \O N L` C'. N C'. '0 'O 'C) '0 N 00 0C) N 

ti N M 11\ 
N N t c1 r N C . 4 CO lr' M 0 \0 0 0 C'- 
+ CO CO N CO CO CO OO N- C'- CO E'- 03 O\ O CO 
Qi 

N Cl) 

}~ r 

N- N 1\ O O O 

~L' CO N ~ 03 CO co o0 CX) CO CO co O\ W \0 0C) O\ M 

L` ls1 I r N 	CO Lc L` r 03 (r) CO 4 0 M 
00 

a 

CO CO N. Lam. Cl- CO 	N 00 	l\. N 0000 	Com' co 	QN 00 
Y1 

~• 	i cp L" 
C` tr.. N 0 M 0 0 ('Y) cif o0 0 N N D C~ 	0 C` V% M 4 lrr '0 'Ir \ N. IrN 4 'O V\ \1O . ' N CO \O 

'`. (' N V0 co M CO V.\ \D 4" 4 N . 	' lc1 CO N \0 O 0 4 r N N M M_ M ('r) ,; M M M lt1 \O l.c> 
H 
ri 'O 

U1 4 \O r 
R' Is\ 

CO 
CC) 

N $ * 
 M o o 0 ` M $  

Ir\ CO 4 4 0 'tr N N -- .J' 't\ M $ $ M l.r\ \O 'O 

ON 00 0 

N 4 O \ Lr~ r . 	' C~ lS-\ L~ ' \O '0 C~~. N 

cd lr-N 
i u". Ln O 

00 03 O\ 0 0 4 N 0 (4 'I'. N co O CO 0 ('J C~ L` to'. \0 0) W co N C- [` Q N C"- co CO c0 

N 

td O CO C0 N '.O N N 1.c. ' 	'. 00 If\ M M N O 
h w 

'.Q 

w 

N- 

w 

00 

CO 

O'\ 

CO 

O 

C 

r 

w 

CV 

COO) 

M 4 

00 

L(-\ 

N 

\0 C'- 

03 

CO 

00 

0' 

co 

0 

CC) 

r 

ON 

(14 
co 'If'. lc'. Lc' lc'. '.O \10 \10 \0 \0 'O ' \0 ' \O C- L` C'- a)  O'' ON 0". O' O\ <T 0\ ON Q\ O\ O\ a\ Cr CJ\ CT ON O\ 

~J-~ r s-- r r- c- i- t- c- e- e- e- r r e- e- c- e-- 



f,  
52 

Year 
oust September October November I~ cember 

X Y X Y X Y X Y X 

1956 .9 2.39 	8.o6 2.21 52.1 1.85 51 .92 1.67 19.43 	2.61 

1957 5.31 3.00 45.69 2.29 27.39 2.94 12.33 2.96 44.32  2.27 

1958 .17 3.65 28.63 3.70 37.75 3.05 12.29 2.72 8. 15  2.98 

1959 .42 2.1919.11+ 2.26 15.16 2.14 13.11 	1.73 12.79 	1.96 

1960 .93 2.19 24.80 2.17 19.80 3.29 23.42 1.78 27.57 	1.74 

1961 2.22 2.04 30,53 1.90 22.36 1.75 27.36 1.67 35.81 1.65 

1962 ,3242.4429.922.4x+15.31 1,80 23.03 2.51 22.94 2.29 

1963 3,28 2.55 23.1+8 1.93 17.89 2.31 19.29 2.76 22.70 
2.72 

1961+ 31.60 2.58 22.81 2.89 19.42 1.94 15.85 1.96 23.18 3.33 

1965 3.52 2.50 21.46 2.07 17.22 2.37 15.35 2,34 18.98 1.99 

1966 2.12 2.42 18.66 2.1+1 15.03 2.35 15.58 1.97 23.08 2.17 

1967 2 .23 1.64 24.84 2.01 14.93 2.29 17.1+2 1.91+ 16.12 2.01 

1968 2.46 2.65 28  2.38 16.79 2.28 13.71 1.86 19.1+2 1.9 

1969 2 93 1.71 28.84 1.7 20.77 2.15 20.36 1.9 28.83 1.61 

1970 3.61+ 1.97 39.59 1 .89 33.33 1.70 30.13 1 .38 59.36 1.41 

1971 3.58 1.35 46.3+ 1.72 32.78 1.86 30.76 1.84 43.13 1.56 

1972 'i-,81+ 2.0 34.63 1,7 22.12 1.77 30.25 1.6 32.05 1.99 
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CHAPTER— V 

ANALYSIS OF DATA 

5.1 	INTRODUCTIO_  N: 

As it has been discussed in earlier Chapters, the 

meteorological and hydrological data constitute sample 

values obtained from the population of phenomena which are 

stochastic in nature. The information provided by such 

data particularly monthly data is of considerable importance 

and used in the planning, design and operations of water 

resources project. 	The structural analysis of time series 

of monthly data and its representation by means of parameters 

of stochastic model, provides a very suitable technique for 

presentation of the information contained in the data in con-

cise manner. This also facilitates comparison of different 

meteorological and hydrological processes at a particular 

place. In this Chapter the results of analysis of time 

series structure of available monthly data of rainfall, 

pan evaporation, sunshine hours and temperature of Bahadara-

bad Hydraulic Station of Irrigation Research Institute, 

Roorkee, are discussed. 

The results of deterministic study of relationship 

between average monthly pan evaporation and wind velocity 

and variation of wind velocity with height above ground 

level are also presented. 



5,2 	ANALYSIS OF RAINFALL DATA: 

5.2.t Statistical Parameters:- 

The study of monthly statistical parameters of 

rainfall (Table 5.1) shows that monthly mean values vary 

from as low as 5.06 mm in November to as high as 392.16 mm 

in July. Generally mean values are higher for monsoon 

months June to September. Pattern of standard deviation 

is also nearly similar. The pattern of both these para-

meters is indicated in a combined form by the value of 

coefficient of variation which are in the range of 35 percent 

to 85 percent, £`or monsoon months and 108 percent and 

above for other months. 	The values of coefficient of 

skewness Cs  for all the 12 months are greater than zero 

indicating that the distribution is skewed to the right, 

however the values of coefficient of skewness for July 

and August are nearly equal to zero, indicating almost 

normal distribution. 

The values of statistical parameters calculated on 

the yearly basis (Table 5.2) show an interesting pattern. 

The mean values range from 5.87 mm in 1965 to 332.4 mm 

in 1961. The pattern of standard deviation is nearly 

similar, lowest value being 7.22 mm in 1965. The year 

1961 with highest mean rainfall has lowest coefficient of 

variation of 61.8 percent and this is the only year indi-

eating negetive values of coefficient of skewness as - 

0.44. 	Thus distribution for 1961 is nearly normal. For 

the rest of years from 1955 to 1975 the distribution is 

skewed to the right. 



Statistical parameter are calculated by using the 

computer programme No. 1 and the rainfall data used in this 

analysis has been plotted in Figure 1-a in Chapter-IV. 

5.2.2 Analysis of Trend:- 

The method of least squares was used in the present 

study for fitting a regression line to4onthly rainfall data, 

Y = m)( + C, and the equation for this 

line was obtained as below. 

Y = 117.7830200 - .1185957 X 

where Y represents the monthly rainfall in mm, 

slope of this regression line was compared with horizontal 

line, by a 't'-statistic equation (3.10) and value of 

't'-statistic was found to be -0.986338 which is less than 

the tabulated value 1.96 at 95 percent confidence level 

(computer programme No.3) . 	It was inferred that the trend 

in the data is statistically not significant, it is only 

due to chance fluctuations or sampling bias rather than 

non-homoginity in the data. The confidence limits for 
above regression line were found to be 120.02929 and 84.108890 

from equation (3.7) and the regression line for the data 

period lies within these confidence limits further confir-

ming that the trend in the data is not significant and 

hence time series of monthly rainfall data as such was 

used for further analysis. 



Co 

5.2.3 	Correlogram of Original Series:- 

A correlogram study of the original series of 

rainfall has been made using (computer programme No.2) 
and equation (3.12) . 

Asthe lag K should be between N to N where N 
10 	3 

is sample size, therefore rK values were computed upto 
K = 44. The 95 percent confidence limits of rg values 
in the correlogram have been computed using following 

equation (Yevjevich 1972) . 

rK (a) 	 1~ _K -1 . . . . . (5.1) 
N-K 

For 95 percent confidence level na is 1.96. 

The correlogram of original series has been 
plotted and 95 percent confidence limits makked in Fig. 
5.2-a. 	This shows that the periodicity is present in 
the series with predominant period of 12 months. Also 
6,4 and 3 months cycles are indicated in correlogram. 

5.2.4 	Periodic and Stochastic Component:- 
The composition model of periodic and stochastic 

components of the time series is 

P Z + 	eE 	. . . . . (5.2) ~L  
where both .Z and ç' have periodic component for 
separating periodic and stochastic components following 
transformation is done and standardized stochastic 'com_ 
ponent is obtained 
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,~ 	P /~z 
M

om. e 	 ..... (5.3) 
pa- 

where  mz and S are the monthly mean and standard devia-
tion calculated by equation (3.14, 3.15) for given data 
as given in Table 5.1. Thus the variable ePI-C obtained 
by removing the periodicity in the mean and standard de-

viation is a second order stationary time series which 
will be tested further for dependent and independent 

components. 

5.2.4.1 Correlogram Analysis of epr 7- series:- 

Correlogram study of the standardised series 

ePZ has been made using the computer programme No.2, 

and using equation (3.12) . 	The 95 percent confidence 

limits of rK values in the correlogram have been computed. 
The correlogram (Fig. 5-2-b) shows that the rK values 

are within the 95 percent confidence limits. This in-

dicates that the periodic component has been removed 
and epi.~ series can be considered as second order 

stationary stochastic component. 

5.2.5 	Selection of Mathematical Model:- 

To identify the order of linear auto-regressive 
model the determination coefficient approach was adopted 
using the serial correlation coefficient r1 = .0496293, 

r2 = .0420756 and r3 = .1020739 for ep z series. 	The 

values of determination coefficients R1, R and R3 were 
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found using equation (3.18) to (3.20) respectively; and 

their values were obtained as .0026, .004152, .01065 
2 respectively. 	Since (RR - R~) _ .001552 < .01 and 

( - RR) = .0065 <_ .02, this approach indicates first 

order auto-regressive model for representing dependent 

stochastic component of ep  series. However the 

correlogram of E 	as . discussed in 5.2.4.1 indicates 
that ep C series is independent. Hence, epC series 

was considered as independent series ~ P ,l and tested 
further for fit of normal distribution using Chi Square 
test. 

5.2.6 	Fit of Normal Distribution:- 

For testing goodness of fit of  	series 

it was arranged in descending order using computer pro-

gramme No.5 and 26A values were divided into 30 classes 

of equal probability interval, such that for each class 

interval expected frequenoy is more than five. Using 

the standardised normal variate (Normal Frequency Distri-

bution) class interval limits were calculated since two 

parameters are calculated and using data no. of degrees 
of 	1) = n-K-1 = 30.2.1 and 27. 	For 27 degrees 
of freedom at 5 percent level )20.05 is 40.11. The 
calculated X2_ as given in Table 5.3 is 128.27. 

Thus(>and hence normal distribution does not 

fir calculation given in Table (5.3) . 
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TABLE NO. 52 

YEARLY STATISTICAL PARAM 	0'RONTH  
RXINFAi1 DATA 

1955-1975 	On Year basis 

Si Year Mean Standard Coefficient of Coefficient of 
No (nuns) Deviation Variate C Skewness CS  

(nuns)  

1.  1955 128.13000 135.97102  106.1196 1.02084 

2.  1956 139.40083 174.21353 12+.9731 1.70804 

3.  1957 118.34833 133.69523 112.9676 1.52014 

4.  1958 116.57500 188.38427 161.5992 2.55492  
5.  1959 103.22916  166.32668 161.1237 2.73+98 
6.  1960 118.68750 120.66226 101.6638 2.23923 

7.  1961 332.41583 2O5.42493 61.7976 - 	.o44o6 

8.  1962 268.00250 195.00034 72.7606 .25201 

9.  1963 108.08666 128.33011 76.3476 .34370 
1 0 1964 63.43667 80.44933 126.8183 1.83335 
11.  1965 5.87417 7.22468 122.9908 1.21836 

12.  1966 20.78583 20.87438 160.4217 1.19566 

13.  1967 110.88333 172.03838 155.1526 1.97328 
15. 1968 81.4166 125.89226 154.6271 2.70893 

15.  1969 76.54167 124.391 88 162.5153 1.81589 
16.  1970 90.93333 113.9269 125.2862 1.59541 

17.  1971 114.90833 137.71742 119.8498 1.64815 

18.  1972 79.7416 116.41155 145.9859 2.81200 

19.  1973 125.41166 183.05355 145.9621 1.85972 

20.  1974 52.17500 78.90102 151.2238 3.1139 
21.  1975 109.60833 160.70210 146.6149 2.20556 
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CHI SUnRi T ST  FOS. GOUDNN.SS OF - FIT 
(Independent Stochastic component - Rainfall Series) 

1 4 16 
2 •0333 - 1.83426 - 1.834673 1 1 
3 .0666 - 1.501538 -'1.501827 2 4 
4  .0999 - 11 282222 - 1.2825286 5 25 
5 .1332 - 	1.1111+29 - 1.1117138 2 1+ 
6 .1665 - 	.968000 - 	.96826 6 36 
7 .1998 - 	.81+2500 - 	.81+275 15 225 
8 .2331 - 	.728710 - 	.72894 26 676 
9 .2664 - 	.623636 - 	.62385 19 361 

10 .2997 - 	.525294 - 	.52550 22 484 
11 •3330 - 	.431667 - 	.1+3186 12 144 
12 .3663 - 	.341622 - 	.34180 13 169 
13 •3996 - 	•254359 - 	.25453 12 144 
14 .1+329 - 	.168974 - 	.16899 13 169 
15 .4662 - 	.o84750 - 	.084903 9 81 
16 .4995 - 	.001250 - 	.0013928 10 100 
17 .5328 .082250 0.082117 9 81 
18 .5661 .166410 0.16628 11 121 
19. .5991+ .251795 0.25168 5 25 
20 .6327 .338947 0.33884 3 9 
21 .6666 .428889 0.4288 7 1+9 
22 .6993 .522355 0.52227 4 16 

Continued......... 



Table No, 5.3 Continued 	 -' 	67 

1. 	2. 	 3. 	4. 	 5. 	6 

23 .7326 .620606 0.62054 5 25 
24 .7659 .725484 0.7251+3 2 4 
25 .7992 .838929 0.83889 2 4 
26 .8658 1.106818 1.1068168 13 169 
27 .8991 1.276471 1.2764915 4 16 
28 .9324 1.493846 1.1+93891+3 7 49 
29 .9657 1.829352 1.8294432 7 49 
30 .999 3.100 3.1002537 14 196 

Total 264 3452 

Y2  Calculated = 	* 3452 - 264  261+ 

= 128.27 
Y20.05 for 27 d.f. = 40.11 

calculated X2  c 

Hence Normal distribution does not fit. 
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5.3 	ANALYSIS OF EVAPORATION DATA 

5.3.1 	Statistical Parameters:- 

The study of statistical parameters on monthly and 

yearly basis was done using 18 years of evaporation data 

given in the Table (4.2) Chapter-IV. The monthly evapora-

tion data has also been plotted in Fig. No.4.1-b of Chapter 
IV. 

The study of monthly statistical parameters of 
evaporation (Table No.5.4)) shows that monthly mean values 

vary from 54.417 mm in December to 29.8.644 in May. Gene-

rally mean values are higher in the summer months of April, 

May, June and July. 

The monthly mean values indicate a decreasing 

pattern from the month of May to Month of Dec. 

The standard deviations do not follow the pattern 

of means. The maximum value of dtandard deviation 210.34 mm 
is in the month of July, where as the maximum mean evapora-
tion 298.644 mm is in the month of May. 

The pattern of both these parameters is indicated 

in combined form by the values of coefficient of variation 
which are in range of 13.38 percent to 136.99 percent, the 

highest coefficient of variation is in the month of November. 

The coefficient of skewness is nearly equal to zero in the 
month of April and May, indicating almost normal distribution. 

The month of May also has the maximum mean evaporation, 



thus indicating that the distribution becomes nearly normal 

when monthly evaporation is maximum. 

It is seen that in the month of January, February 

and March coefficient of d skewness is greater than zero, 

indicates that distribution is skewed to right (Autumn Season), 

however for August, October and December (Winter Month) is 

less than zero indicating that the distribution is skewed 

to left for these months. However, for drawing definite 

conclusions, further study will be needed. 

The values of statistical parameters calculated on 

the yearly basis (Table No.5.5) shows that in the year 1959, 

mean evaporation is maximum i.e. 232.33 mm and this also 
indicates the lowest value of coefficient of skewness i.e. 

- .08625, thus indicating nearly normal distribution. The 

mean values range from 81.56 mm in 1965 to 233.33 mm in 

1959, and standard deviation ranges from 9.20 mm to 188.48 mm. 

The patterft of standard deviation is not similar to that 

of mean, lowest value of standard deviation is 9.20 mm 

in 1965. The coefficient of variation ranges from 11.28 

percent to 96.074 percent. 

In the year 1959 and 1960 coefficient of skewness 

is nearly zero while in the year 1961-1966 coefficient of 

skewness is less than zero indicating that the distribution 

is skewed to the left. While in the remaining years coeffi-

cient of skewness is greater than zero, 'indicating that dis-

tribution is skewed to the right. 
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5.3.2 Analysis of Trend:- 

The method of least square was used in the present 

study for fitting a regression line, to monthly evaporation 

data, 

Y = mX + C and the equation for this line 

was obtained 

Y - 176.750910 - .1706087 x 

where Y represents the monthly evaporation in mm, the 

slope of this line was compared with horizontal line, by 

a 't' - statistic and value of 't' statistic was found to 

be -1.329425 which is less than the tabulated value 1.96 

at 95 percent confidence level. It was inferred that the 

trend in the data is statistically not significant. 

The confidence limits for the above regression 

line were found to be 173.92364 and 142.55610 from equation 

(3.7). 	The regression line for the data period lies with- 

in these confidence limits further confirming that the trend 

in the data is not significant and hence original time series 

of monthly evaporation data as such was used for further 

study. 

5.3.3 Correlogram of Original Series:- 

Correlogram of original series of monthly evapora-

tion data has been made using computer programme No.2 and 

equation (3.12) . The funcation limit of K equal to 44 

has been choosen for correlogram. The 95 percent confidence 

limit of rK  values in the correlogram have been computed 

using equation (5.1). 
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The correlogram of original series (Fig. No.5.3-a) 

shows that the periodicity is present in the series with 
predominent period of 12 months. 

5.3.4 Periodic and Stochastic Component:- 

The composition model of periodic and stochastic 
component of the time series is expressed in equation (5.2) 
in which both ~.L__and S Z have periodic components. For 
separating periodic and stochastic components following 
transformation is done and standardized stochastic component 
is obtained. 

- 	
Z 

- 	P,Z 	m 	 5 (554) 
PAZ, 	 S 

where m and S 	are the monthly mean and standard devia- 

tion calculated by equation (3.14, 3.15) for the given mon- 

thly evaporation 	°, i data as in (Table No.5.4) . 	Thus 

the variable EpZ obtained by removing the periodicity in 

the mean and standard deviation is a second order stationary 

time series which was tested further for dependent and in-

dependent components. 

5.3.4.1 Correlogram Analysis of @p Z_ Series:- 

Correlogram study of the standardised series Ep 

has been made using the computer programme No.2, and using 

equation (3.12). 	The 95 percent confidence limit of rK 
values in the correlogram (Fig. 5.3-b) shows that the r1 

value is outside the 95 percent confidence limit. This 

indicates that the periodic component has been removed and 
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ep 	series can be considered as a dependent stochastic 

process for which suitable a.r. model is to be found. 

5.3.5 	Selection Mathematical Model:.- 

To identify the order of linear auto-regressive 

model the determination coefficient approach was adopted 

using the serial correlation coefficients r1 = .2807672, 

r2 = .1498699 and r3 = .26850 for ep 	series. The values 

of determination coefficients RI , R2 and RR were found 

using equation (3.18, 3.19 and 3.20) respectively; and 

their values were obtained as 0.078827, 0.08431 and -0.36675 
respectively. 	Since, (R2 

	

2 	R2) = .005483 < .01 and (B32-R22 ) 1 
_ -.44506 < .02. This approach indicates first order 

auto regressive model for representing dependent stochastic 

component of C 	series. 
pZ. 

5.3.6 Independent Stochastic Component:- 

As indicated earlier, the application of determina-

tion coefficient method indicates first order auto-regressive 

model. Hence the stochastic independent component can be 
expressed as below: 

	

•
~p 	= r1ep Z_-1+ ( J i) 	 p ~ 	. . . . (5.5 ) 

where r1 is first serial correlation coefficient. 	Sub- 

stituting the value of r in (5.5) and rearranging, 

C - .2807672 ep Z_ -1 

	

~2 = 	 . . . . (5.6) 
( Ji - .0786 2 
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independent stochastic component S? thus calculated has 

mean as -.0001977 and standard deviation as 1.0062035 which 

are slightly different from 0 and 1 respectively due to run 

off errors. To have 0 mean and 1 standard deviation of the 

series, the same • Ahas been standardised, and arranged 

in descending order using computer programme No.5. 

5.3.7 	Correlogram Analysis of 	tiD Z Series:- 

Correlogram study of the aerie s s ?has been made 

using the computer programme No.2, and using equation (3.12). 

The 95 percent confidence limit of rK  values in the correlogram 

have been computed. 	The correlogram (Fig. No.5.3-6) that 

the rK values are within the 95 percent confidence limit. 

This indicates that the periodicity has been removed and 

series can be considered as second order stationary, 

independent stochastic component with 0 mean and 1 standard 

deviation. 

5.3.8 Fit of Normal Distribution:- 

For Chi Square test 	F2  series arranged in des- 

cending order using computer programme No.5, and 216 values 

have been divided into 30 classes of equal probability inter-
vals, such that for each class interval expected frequency 

is more than five. Using the standardised normal variate 

(Normal Frequency Distribution) the class interval limits 

were computed and observed frequency was calculated for 
each class. 

For 27 degrees of freedom (30-1-2) as in case of 

rainfall data Chisquare calculated was " = 78.6. From 
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tabulated values of Chi Square for 27 degrees of freedom 

2 
at 5 percent level, 'x, a 40.11. 
. 	 CI  

Thus, "x 2  calculated > X2  
C 

It indicates that normal distribution does not fit. 
The X2  calculations are given in Table No.56. 
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TABlE NO. 5e 5 

YEARIZ STATISTICAL- PARAIAST ? OF MONTH1Y 
VAPOR TQC T DATA ON YERS,Y BASIS (19-1g72)  

Sl Year Mean Standard Coefficient of Coefficient of 
No Deviation Variation C Skewness C 

1 1955 183.98083 97.63828 53.0698 1.05863 
2 1956 172.91+833 78.61310 45.4547 0.95667 
3 1957 188.15333 75.17076 39.9519 -0.0486.5 
4 1958 216004166 110.45199 51.1253 .18329 
5 1959 232.3316 11 	.67159 48.9264 - .08625 
6 1960 222.0475 107.05617 48.2132 .o95o6 
7 1961 158072525 66.46828 41.8763 _1,28891 
8 1962 131.94583 38.18883 28.9'+28 - .73278 
9 1963 117.83583 48.90044 41.4988 .1.16998 

10 1964 99.20833 37.1581+9 37.4550 .1.8630 
11 1965 81,56942 9.20283 11.2822 - ,37301 
12 1966 55.24250 18.7933 33.6323 -2.66237 
13 1967 11+7.22000 92.80-27 63.0378 1.22323 
14 1968 137.27333 69.49960 50.6286 1.06706 
15 1969 196.18333 188.48142 96.0741 3.06699 
16 1970 169.06666 150.71277 89.1440 2.75248 
17 1971 111.70 833 1+6.5881+2 41.7054 .80823 
18 1972 129.74166 73.49035 56.6436 1.02376 



TABI NO. 5.6 Continued 
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1 	2 	3 	L. 	5 	6 

24 .7659 .725484 .73014 2 . 	Ii- 

25  •7992 .838929 .824393 10 100 
26 .8658 1.106818 1.113L~-864 10 100 

27 .8991 1.276471 1.2841918 7 49 
28 .9324 1.493846 1.5029153 2 4 

29 .9657 1.829352 1.8405026 4 16 

30 •9999 3.1000 3.1190331 7 46 
216 	2118 

0 
Y2 calculated - 	216 X 2118 - 216 

- 78.6 

X0.05 	for 27 d.f. 	= 	40.11 

... X2 calculated 	X~ 

Hence normal distribution does not fit. 
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TABLE NO. 5.6 

CHIS DUARE T.uST FOR GOOL~VZSS OF FIT 

(Independent Stockastic component - Evaporation series) 

Sl P(X  x) K X = y +  k 0. 02 
No J J 

1 2 3 5 6 

1 1 1 

2 .0333 - 1.83426 - 1.81~58 7 49 
13 .0666 - 	1.501538 - 1.5100504 5 ~5 
4 .0999 - 1.28222 - 1.2903719 3 9 
5 .1332 - 1.1112129 - 1.1185254 6 36 
6 .1665 -  .968000 -  .9742 7 49 

7 .1998 -  .842500 -  .84792 6 36 

8 .2331 - 	.728710 - 	•7331.2 6 36 
9 .2664 -  .623636 -  .6277 5 25 

10 .2997 - 	.525294 - 	•52875 10 100 
11 .3330 - 	.431667 - 	•43+-51- 8 64 
12 .3663 - 	.341622 - 	.34393 12  
13 .3996 -  .254359 -  .25613 7 49 
14 .4329 - 	.168974 - 	.17022 14 196 
15 .4662 - 	.084750 - 	.0851 73 19 361 
16 04995 - 	.001250 - 	.0014555 17 289 
17 .5328 .082250 .082562 8 64 

18 .5661 .166410 .16724 3 9 
1 9 •5991+ .251795 .25315 9 81 
20 .6327 .33891~7 .31~085 4 16 21 .666 .428889 .43135 3 9 
22 .6993 .5223553 .52339 2 4 

23 •7320 .620606 .62425 12 11++ 

Continued.,... 



TABLE NO, 5.6 Continued 

1 	2 	3 	 4 	5 	6 

24 .7659 .725484 .73014 2 4 
25 .7992 .838929 .84393 10 100 
26 .8658 1.106818 1.113 	861+ 10 100 

27 .8991 1.276471 1.2841918 7 49 
28 .9324 1.493846 1.5029153 2 4 

29 .9657 1.829352 1.8405026 4 16 

30 •9999 3.1000 3.1190331 7 46 
216 	2118 

0 
Y2  calculated = 	216 X 2118 - 216 

_ 78.6 

0.05 for 27 d.f. 	= 40.11 

.. 	calculated c 

Hence normal distribution does not fit. 



5.4 	MONTHLY SUNSHINE HOURS DATA: 

5.4.1 	Statistical Parameters:. 

The monthly sunshine hours data of 21 years (Chapter 

IV, Table 4.3) has been used here to find statistical para-

meters; such as mean, standard deviation coefficient of 

variation, coefficient of skewness. 	The study of monthly 

statistical parameters of sunshine hours (Table No.57) shows 

that monthly mean value vary from as low as 181.971 in the 

month of August to as high as 320.22 hrs. in the month of 

May. Only in the monsoon period the mean values are low. 

The pattern of standard deviation is not similar to mean. 

The highest value is in the month of October, and lowest 

value is in the month of November. Purther,it shows that 

the value of standard deviation are lower from January to 

April, and in the remaining period the values are higher, 

except in the month of November. 

The values of coefficient of variation ranges from 

4.86 to 23.5377. The pattern is nearly similar to standard 

deviation. 

The values of coefficient of Skewness Cs  are less 

than zero for non-monsoon months indicating that the distri-

bution is skewed to the left. While in the monsoon months 

it is greater than one indicating that the distribution is 

skewed to the right. The value of statistical parameters 

calculated on the yearly basis (Table No.5.8) shows an 

interesting pattern that the mean values are of nearly same 

order of magnitude for the entire period (1956-1976), ranging 
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from 201.31 to 270.43. The year 1965 shows the maximum value 

of standard deviation i.e. 82.96 and generally it follows 

the pattern of mean. 

The values of coefficient of variation ranges from 

4.39 to 35.17. 

Nearly half values of the coefficient of skewness 

are less than zero indicating that distribution is skewed 

to the left and remaining half values indicate that the 

distribution is skewed to the right. 

5.4.2 Analysis of Trend:- 

The method of least squares was used in the present 

study for fitting a regression line. The equation of the 

trend line was obtained as 

Y = 240.892 + .027564 X 

where Y represents the monthly sunshine hour and X represents 
of 

month number. The slopeLtrend line was compared with hori-

zontal line by It' statistics (3.10) and value of 't' sta- 

tistic was found to be 0.69033 which is less than the tabu-

lated value of 1.96 at 95 percent confidence limit. Thus 

it was inferred that the trend in the data is statistically 

hot significant. The confidence limit for regression line 

were found to be 250.80 221 and 238.570.147. 	The regression 

line for the data period lies within these confidence limits, 

further confirming that the trend in the data is not signi- 

ficant. 



	

1 	82 

5.4.3 Correlogram of Original Series:- 

The correlogram of original series (Fig.No.5.4 ) 

shows that the periodicity is present in the series with 
predominant period of 12 months also 6 months and 3 months 
cycles are indicated in eorrelogram. 

5.4.4 Periodic and Stochastic Component:- 

The composition model of periodic and stochastic 

components of the time series expressed as per equation (5.2) 
For separating periodic and stochastic component following 
transformation is done and standardized stochastic component 
is obtained. 

X - m~ 
e = 	PT 	 . . . . . (5.7) P~ 

Sz 
where in - and S C are the monthly means and standard de- 

viations calculated by equation (3.14, 3.15) for a given 
data as in (Table No.5.7 ) . 	Thus the variable ep obtained 
by removing the periodicity in the mean and standard devia-
tion is a second order stationary time series which was 
tested further for dependent and independent components. 

5.4.4.1 Correlogram Analysis of a 	Series:- 
P,t. 

Correlogram study of the standardised series ep 

has been made. The 95 percent confidence limit of r values 
g 

in the correlogram (Fig.No.5.4-b) shows that the r1 value 

is outside the 95 percent confidence limit. This indicates 
that the periodic component has been removed and ePCseries 

has ,to be -eonaider d as dependent stochastic component for 

which the order of a. r. model was selected as in next para. 
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5.4.5 Selection of Mathematical Model:- 

To identify the order of linear auto-regressive model 

the determination coefficient approach was adopted using the 

serial correlation coefficients r1 = .1987078, r2 = 0.0076637 

and r3 	 p = 0.0766531, for E series. The values of determi- 
J 

nation coefficients R2~ R2 8 were found using equation 

(3.18 to 3.20 respectively and their values were obtained as 

0.03941, 0.0405 and 0.04748 respectively, since (R- Ri) _ 

.00110 < .01 and (R3 R) = 0.006947 < .02. This approach 

indicates first order auto-regressive model for representing 

dependent stochastic component of Ep 	series. 

5.4.6 Independent' Stochastic Component:- 

As discussed earlier that the determination coefficient 

method indicates the first order auto-regressive model,hence 

the stochastic independence component can be expressed as below 

2 
eP ,C = r1 EP9.z. -1 + (Y 1̀ r1 ) 3 

. . . . (5.8) 

where r1 = first serial correlation coefficient substituting 
value of r1 and rearranging 

- (.1987078) (E p 	-1) 

()j I - 0.0 	) 

Independent Stochastic Component E J,r thus calculated has 

mean .000920 and standard deviation 0.9990, which are nearly 

0 and 1 respectively. 

To have exactly 0 mean and I standard deviation of 

the 	series the same has been standardised and arranged 
in descending order using computer programme No.5. 
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5.4.7 Correlogram Analysis of 	Series:- 

Correlogram study of the series has been made 

using the equation (3.12) . The 95 percent confidence limit 

of TK  values in the correlogram have been computed and plotted. 

The correlogram (Fig. No. 5.4-c) shows that the r. 

values are within the 95 percent confidence limit. This indi- 

cates that the periodicity has been removed and 	, series 

can be considered as a second order stationary independent 

stochastic component with 0 mean and 1 standard deviation. 

5.4.8 Fit of Normal Distribution:- 

For Chi Square test 	series arranged in 

descending order using computer programme No.5 and 252 values 

were divided into 30 classes of equal probability intervals 

such that in each class interval expected frequency is more 

than five. Using the standardised normal variate the class 

interval limits were calculated and observed frequency calcu-

lated and for 27 degree of freedom, Chi Square is obtained 

and compared with tabulated value at 10 percent level. 

')(,2  calculated = 44.00 

")C 2  0.01 	= 46.99 

2 
as 	calculater 	0.01 

Thus normal distribution fits at 10 percent level. 
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TAB 1E NO. 5.$ 

YFARIY STATISTICAL PARAMETER OF N0NTE SUNSHINE 
HOUR DATA (1956-1976) 

S1 Year Average in Standard devia Coefficient of Coefficient c 
No Hours tion in Hours variation 5 skewness 

1 1956 202.60833 71.26400 35.1733 - 2.00433 
2 1957-  229.69166 40.35891 17.5709 - 	.39102 

3 1958 237.71666 51.93579 21.87 .39102  
4 1959  266.60833 48.62363 18.2379 - 	.18355 
5 1960 266.41666 51.23183 19.2300 - 	.257+5 
6 1961 238.90000 43.99387 18.4152 .» 	x.76294 
7 1962 226.11666 51.46019 22.7582 1. 42936 
8 1963 201.30833 39.07738 19.4117 .•70565 
9 1964 225.41666 42.00411 18.6340 1.17218 

10 1965 266.51666 82.96454 31.1292 -3.3901-7 
11 1966 270.43333 11.88988 4.3966 - 1.17004 
12 1967 216.52500 33.09178 15.2831 - .45373 
13 1968 261.93333 44.61634 17.0335 .25017 
14 1969 247.75833 43.76202 17.6632 - .81940 
15 1970 249.29166 45.19888 18.1309 .10973 
16 1971 239.34166 53.41830 22.3188 -1.07631 
17 1972 240.22500 39.14972 16.2971 •29754 
18 1973 236.71666 46.43092 19.6146 - .54979 
19 1974 251.90000 33.05261 13.1213 .41776 
20 1975 237.63333 44.22586 18.6110 - 030246 
21 1976 237.85000 48.43691 20.645 .10876 



TAB.IE NO. 

CHIS QUARE TEST FOR GOODNESS OF FIT 

(Independent Stochastic component Sunshine Hour) 

S1. P(X  x) K X = y  +  k 0j 0j2 

1 2 3 

1 
2 0.0333 -1.83426 - 1.81573 9 81 
3 0.0666 -1.501538 - 1.48620 8 64 

4 0.0999 -1.282222 - 1.26899 8 64 

5 •1332 -1.111429 .. 	1.099 	+- 5 25 

6 .1665 - .968000 - 0.95778 7 49 

7 .1998 - .842500 - 0.83349 7 49 

8 .2331 - .728710 - 0.72263 5 25 
9 .2664 - ,623636 - 0.61672 11 121 

10 .2997 - 9525294 - 0.51933 5 25 

11 .3330 - .431667 - 0.4266 7 49 

12 .3663 - .341622 - 0.33742 6 '36 

13 .3996 - 0254359 - 0.25099 6 36 

14 .4329 - .168974 - 0.16643 12 146 

15 .4662 - .084750 - 0.083016 9 81 
16 .4995 - .001250 - 0.000318 10 100 

17 .5328 .082250 0.08238 12 144 

18 .5661 •.166410 0.16573 9 $1 
19 .5'99+ .251795 0.25029 4 16 

20 .6327 .3389+7 0.33661 16 256 
21 .666 .428809 0.42569 9 81 

Continued ..... 

1Thl 11 h;'Y Ur~t'►"S►r1, F ►t00Ei4Ep 



1. 2. 3. 4. 5. 6. 

22 .6993 .522353 0.51825 8 64 
23 .7326 .620606 0.61556 9 81 
24 .7659 1, 725484 0.7191+3 13 169 
25 .799? 1.838929 0.83179 10 100 

26 .8656 1.106818 1.097113 15 225 

27 .8991 1.2761+71 1.265137 9 81 
28 .9321+ 1.1+9381+6 1.1+801+25 13 169 

29 .9657 1.329352 1.81271 3 9 
30 •999 3.100 3.07116 5 25 

Total 250 2450 

x2  = ( -N) 
N 

X2calculated  25010 	x 2L+50 -250 	= . 4+ 

X2 0.05 	for 27 degree of freedom 	1+0.11 

0.01 	for 27 degree of freedom 	1+6.99 

calculated 0.01 

Hence normal distribution fits. 



5.5 	MONTHLY TEMPERATURE DATA 

5.5.1 Statistical Parameters:- 

The monthly average temperature data of 18 years (Table 

No.4.3) has been used here to find statistical parameters 

such as mean, standard deviation coefficient of variation, 

coefficient of skewness. 

The study of monthly statistical parameters of 

temperature (Table No.510) shows that the mean value 

ranges from 13.5 °C to 29.8°C and the standard deviation 

follows the pattern of mean. The values of coefficient 

of variation ranges from 2.27. percent to 15.73 percent. 

The coefficient of skewness shows that in the winter months 

distribution is skewed to the left and in summer months 

it is skewed to the right. 

The,  values of statistical parameters of calculated 

on the yearly basis (Table No.511) show an interesting 

result. The coefficient of skewness is less than zero for 

all the year thus indicating that distribution is skewed 

to the left. The values of coefficient of variation 

range from 8.57 percent to 31.78 percent. 

5.5.2 Analysis of Trend:- 

The method of least squares was used in the present 

study for fitting a regression line, the equation of this 

was obtained as 

Y = 23.3725 - .00241311 X 

where Y represents monthly temperature and X represents 

month number. 
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Theft,  statistic of equation (3.10) was found to be 

-.o35336, Which is less than the tabulates value of 1.96 at 

95% confidence level. It was inferred that the trend in the 

data is statistically not significant. 

The confidence limits for regression line were found 

to be 23,945 and 22.276. The regression line lies within 

these confidence limits, thus further confireing that the 

trend in the data is not significant,. 

5.5.3  Correlogram of Original Series:. 

The correlogram of original series (Fig. 5.5-a) 
shows that the periodicity is present in the series with 

predominent period of 12 months, also 6 month cycle is indi-

cated in correlogram. 

5.7;11-  Periodic and Stochastic Component:- 

The composition model of periodic and stochastic com- 

p onent of the time series is as per equation (5.2) . For 

separating periodic and stochastic component following trans- 

formation is done and standardized stochastic component is 

obt ained. 

E 
where m and S are the monthly means and standard deviations 

calculated. by equation (3.14, 3.15) for a given data as in 

Table No.5.10. Thus the variable £ 	obtained by removing 

the periodicity in the mean and standard deviation is a second 

order stationary time series. This will be tested further 
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TABI4N0.5'10 

M tI~T MY STAT I aT ICA L PARAM T.ESR OF MONTHLY 
7EM RATUHE DATA (1955-1972) 

$l: Month Average in Staniard Coefficient Coefficient 
No`. ~c 

Deviation in variat ion pf skewness  
Co iin Pc t 

1 January 13-.50722 1.57736 11.6779 2.67721 

2 February 15.x+0056 1.61103 7.5389 -.02791 
3 March 20.56611 1.189 56 5.7897 "• 58 656 

4 April 2%72722 1.1+11+31 5.4973 _.1+6106 

5 May 29:80167 1.29812 103559 `.33520 

6 June 30:98500 1.x+8261+ 1+.7850 26193 

7 July 28-.9+222 r,65836 2.274 1.34090 

8 August 28.13278 11.31+261 1+.772f 1`.48091 

9 September 2739 222 1.09919 1+.0128 1.61+579 

10 October 23.80111 1;85589 3.5960 ".1.00691 

11 November 18=.65167 .67895 3.6O2 - =:0 2833 

12 December 14.44056 42771+ 15.7386 - .72061+ 



TAB1F NO. 11 

EARLY ,STA TI ST TCA L PARA,M&' R OF MONTHLY 
T.GMRATUI DATA TR 1955 • 1972 

s1 	Year Average Standard Coefficient of oefficient of 
No~. oe~ Deviation Variance skewness 

e co Pet 

1 1955 22.77917 5.91335 25.9595 •52081f 

2 1956 23.60833 5:89392 24'.965+ - .33+31 

3 1957 2)4.408 33 5.332+ 21,81f68 - .2i-322  

4 1958 26;67o83 3.95672 14.8351 .x40308 

5 1959 27.69167 5.2501+3 18.9603 1.63662 

6 1960 27.91250 51.67506 20.3316 - 1,61370 

7 1961 26.20417 5.22006 19-.9207 - 2.29399 

8 1962 25.63333 4-.57796 17.859+ - 2.00611 

9 1963 25!.62083 4.01510 1 5.0 712 1.96438 

10 196+ 22F.87500 2  495909 12.9359 - 2.52925 
11 1965 18x, 21083 10.56132 8.5736 - 2.8111+7 

12 1966 14,91083 1=,83291 12.2925 2,1 821+1 

13 1967 22.1f5+17 6*05843 261,9813 - .16133 

14 1968 211, 56667 6.8 5457 31!'07832 - .89 626 

15 1969 23;14167 5.98167 25.8481 - •38579 

16 1970 23.09583 6,29797 27.2688 - .53+50 

17 1971 23.62500 5,3616 22.6293 - :20220 

1 R I Q9 2 22.97 500 5-:91+557 25.878 + - • 47989 



for dependent and independent components. 	95  

5.5.x-.1 	Correlogram  Analysis of Et Series:- 

The correlogram study of the standardised series 

has been made. 	The 95% confidence limit of rK  values in 

the corre logram (Fig. No.5.5-b) shows that the r1  value 

is within the confidence limit . This indicates that the 

periodic component has been removed and 	Series series can be 

considered as second order stationary in stochastic component. 

5.5,5. 	Selection of Mathematical Model:- 

To identify the order of linear auto-regressive 

model the determination coefficient approach was adopted 

using the serial correlation coefficients r1  = 0.0618116, 

r2  = 0.0259649 and r3  = 0.15 +5668 forE p- series the 

values of determination coefficients R1, R and R3 were 

found using equation (3.18 to 3.20) respectively and their 

values were obtained as O.Q038205, 0.001+312 and 0.00275+ 

respectively. Since (R2-R) = 0.00049235 	.01, and 

(R - R2) = 0.0232281 > .02. Hence, no model fits here. 

5.6 P.CR I0 DI C TTY I N THS MEAN 

5.6.1 Periodicity in the Mean Monthly Rainfall:- 

Periodicity in the mean rainfall was studied (Fig. 

No.5.6) and study of the significance of harmonics was done. 

Fourier coefficients have been calculated using equation 
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(3.30) and (3.31) for 12 month main harmonic and its 

sub harmonics of 6, 4, 3, 2.1+ and 2 months. 	The signifLcance 

of harrnonics was tested using equation (3.32) to 3.37). 

Variance explained by each of the harmonics is given in the 

(Table No.5.12). For testing significance of harmonics Pmin 

& Pmax  were calculated using equations (3.37) and (3.38). 

P
min = 0.02436 (for W = 12, C = 1 and n = 22) and Pmax 4  

0.97536  were obtained for the test. As recommended by 

Yejvcvich (1972) if Pmin < P  C  Pmax' all six harmonics 

are significant. 

If P >Pmax, only some of the six harmonics are 

significant. 	For this case on applying this test to values 

of variance P (= 68.13%) explained by all six harmonics, 

(Table No.5.12) it was found that all six harmonics are 

significant. 

5.6.2 Periodicity in the Mean Monthly E'vaporation:- 

The evaporation mean has been related (Fig. No.57) and 

variance explained by each of the harmonic has been given in 

the (Table 140.5.13) and using 3rd approach suggested by 

Yejevich (1972 ), Pmin  = 0.0273748 fort= 18, C = 1, W = 12 

and Pmax = 0.972625. 

If Pmin ` P  < Pmax' all six harmonics are signifi-

cant. In this case an applying the test to value of variance 

explained by all the six harmines i.e. P = 38.61+66%, it 
found that 

was/all six harmines are significant. 
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5.7 	DETERMINISTIC APPROACH: 

5.7.1 	Evaporation Study:- 

Evaporation study was carried out using 17 years of 

pan evaporation data, wind velocity data and relative humidity 

data and monthly temperature data collected at Bahadarabad 

(Table IIo.4.6) using this data the va.iue of A & B in the follow-

ing relation were obtained using linear regression between 

E / (eg-ea) (A + BU) 

where, A & B are regression coefficient representing intercept 

and slope respectively of regression line. 

U = Wind velocity in kmph/hr at 2 mtr. height. 

(es-ea ) = saturation deficit (obtained by using monthly 
relative humidity temperature) . 	The (Table iso . 5.14 ) 

show the monthwise value of A & B and correlation coefficient 

for the regression relation. 

It is seen from the table that the July month indicates 

the maximum value of correlation coefficient as 0.5578 but in 

December month negetive maximum value of correlation was obtained 

as -.52975• 

Verticial wind velocity U were plotted on ordinary 

scale as abscissa against height above ground level Y on log 

scale as ordinate the values of Y at which observations were 

available are .6096 mt rs . 3.048 m, 4.8768 and 9.141+ int r. and 

straight line were fitted graphically. Slopes of these 

straight lines are tabulated in Table iJo.5.15 different months 

January to December for 1970-1976. 

It is seen from this table that values of slope (log/ 

V) vary from .387 to .591 on the yearly basis, and on the 
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monthly basis log Y/U vary from .196 to .726. The maximum 

slope occur in the month of December, while the lowest value 

of in is the month of February. 

3 
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CHA PT JR- VI 

CO NC1USIC NS 

(i) 	The statistical parameters (Mean, Standard deviation 

Coefficient of variation, coefficient of skewness) of montily 

data of rainfall, evaporation, sunshine hour and temperature, 

calculated for calender months as well as on yearly basis 

indicate the statistical information in concise manner. 

The range of variation of monthly mean is larger 

in case of rainfall and evaporation data in comparison to 

that for sunshine hours and temperature. 	Similar pattern 

is indicated for coefficient of variation (Fig. No.6.1). 

For rainfall coefficient of variation varies from 36% to 

168%, where as for temperature it varies from 2.3% to 15.7%. 
The values of coefficient of skewness for calender month for r 

rainfall data indicate nearly normal distribution (C3=0) 

for May and June months which also have maximum mean monthly 

value of rainfall. 

The mean values found for yearly basis indicate a 

vide variation in case of rainfall andsome what lesser 

variation in case of evaporation. 	However for 'both sunshine 

hour and temperature the variation in yearly mean value is 

relatively small. The coefficient of variation for rainfall 

data varies from 61% to 162% from year to year; however 

corre spending limit for evaporation data range from 1 1% to 

80 %. 	The coefficient of variation values for both tempera- 

ture and sunshine hour data have comparatively smaller 



range from year to year. 
	The skewness coefficient for 

different years for rainfall data also indicates near normal 

distribution (Cs=o) for years having maximum value of mean 

evaporat ion. 

(ii) The trend component has not found to be significant 
for monthly data of rainfall, evaporation, sunshine hour, 

temperature. 

(iii) The periodicity in the monthly mean values for both 

rainfall and evaporation requires all the six harmonics viz. 

12, 6,. 1~ , 3, 2.4, 2 months for its representation. 

(iv) Dependent stochastic component of second order 

stationary stochastic series obtained after standardising the 

series, was inferred using determination coefficient approach 

as well as correlogram analysis. The first order model was 

indicated for evaporation and sunshine hour while for rainfall 

and temperature data model was indicated. 

(a) The fit normal distribution is indicated at 10% 

level by Chi Square test only for stochastic independent 

component in case of sunshine hour data. 	However for 

rainfall and Evaporation data notmal distribution does not 

fit stochastic independent component. 

(b) The Deterministic study of evaporation and wind 

velocity data gives only approximate relationship. 

Scope of Further Study:- 

There is need for further study on the lines used 

in the present study using data from number of meteorological 
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regions. 

The fit of stochastic independent component should 

be checked for best fit using other suitable probability 

distribution. 	The study is also needed for establishing 

inter-relationship between time series components of diffe-

rent hydrometeorological process. 
0 
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